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Abstract While the relationship between weather and
human health has been studied from various perspectives,
this study examines an alternative method of analysis by
examining weather conditions on specific high-mortality days
during the winter season. These high-mortality days, by def-
inition, represent days with dramatic increases in mortality
and the days with the highest mortality. By focusing solely on
high-mortality days, this research examines the relationship
between weather variables and mortality through a synoptic
climatology, environment-to circulation approach. The atmo-
spheric conditions during high-mortality days were compared
to the days prior and the days not classified as high-mortality
days. Similar patterns emerged across all five locations despite
the spatial and temporal variability. Southern locations had a
stronger relationship with temperature changes while northern
locations showed a greater relationship to atmospheric pres-
sure. Overall, all high-mortality days were associated with
warmer temperatures, decreased pressure, and a greater like-
lihood of precipitation when compared to the previous subset
of days. While the atmospheric conditions were consistent
across all locations, the importance of the lag effect should
not be overlooked as a contributing factor to mortality during
the winter season. Through a variety of diverse, methodolog-
ical approaches, future studies may build upon these results
and explore in more detail the complex relationship between
weather situations and the impact of short-term changes in
weather and health outcomes.
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Introduction

Weather plays an important role in our everyday lives, and
the relationship the environment has with human health has
been studied extensively from various perspectives. Many
atmospheric variables, including temperature and snowfall,
have been found to have relationship to winter mortality
(e.g., Gorjanc et al. 1999; McGregor 1999; Hajat et al. 2007)
. In addition, several weather indices have been created in an
attempt to understand the role weather conditions have on
human health (e.g., Jendritzky et al. 2001; Sheridan 2002;
Anderson and Bell 2009). In this study, we investigate
weather conditions on high-mortality days using a mortality
spike/non-spike classification, a different methodological ap-
proach that classifies high-mortality days a priori to analyzing
the atmospheric characteristics.

While much research focusing on the impact of heat on
human health exists, more deaths occur during the winter
season (Curriero et al. 2002). However, part of the difficulty
in studying winter-related mortality is that besides weather,
there are many confounding factors such as disease preva-
lence and enhanced lag effects that make the relationship
difficult to discern (Keatinge 2002; Diaz et al. 2005;
Anderson and Bell 2009). With an increased prevalence of
pathogen-based diseases, illnesses are more common
throughout the winter (Dushoff et al. 2005). Respiratory
diseases such as asthma and influenza have been observed
to increase in occurrence during the winter season (Curriero
et al. 2002; Dushoff et al. 2005; Raatikka et al. 2007).
Cardiovascular-related illnesses also increase as low temper-
atures cause additional strain on the cardiovascular system
(McKee 1990; Basu and Samet 2002). The Eurowinter
Group (1997) concluded that low temperatures were related
to the observed increase in heart disease mortality during the
winter season.
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The lag effect is also an important consideration associ-
ated with weather-related mortality. In winter, there is often
a delayed physiological response of human health to envi-
ronmental conditions, which is different than heat-related
mortality, in which the human response is more acute (Kunst
et al. 1993; Anderson and Bell 2009). Since weather con-
ditions vary significantly more during winter than any other
season, from day to day and from one winter to the next, the
lag effect is difficult to examine. Research indicates that the
majority of deaths related to cardiovascular diseases occur
within 3 days, whereas respiratory-related deaths may occur
upwards of 14 days after an environmental stimulus
(Gorjanc et al. 1999; Patz et al. 2000; Keatinge 2002).
With this in mind, it is important to note that the cold effect
may be delayed by several weeks (Kunst et al. 1993; Braga
et al. 2001). Several studies have used distributed-lag mod-
els to analyze the temporal structure of the weather-
mortality relationship (e.g., Gasparrini and Armstrong
2010; Barnett et al. 2010; Gasparrini 2011). Gasparrini
(2011) provides details regarding this flexible modeling
technique, which was used to examine temperature thresh-
olds as well as various lagged periods. Other statistical
techniques, such as time series modeling, have been used
to examine weather-health relationships in greater detail
(Dominici et al. 2003; Schwartz 2005).

Fewer studies have examined the relationship between
sudden changes in temperature and pressure and their rela-
tionship to mortality (e.g., Plavcová and Kyselý 2010).
Similarly, given the large day-to-day variability in mortality
in winter, one question relatively unexplored is whether spe-
cific weather conditions can be associated with mortality
‘spikes’—large increases inmortality over the preceding days.
As a way to examine the short-term impact of winter weather
on human health, this research compared winter (defined
herein as October–March) weather conditions across 5 US
cities on days when mortality was high—a spike day—to
weather conditions on non-spike days. High-mortality or spike
days were days on which mortality was significantly greater
(at least 1.5 or 2 standard deviations) than previous days,
therefore, representing days during the winter season with
the highest mortality (Table 1). By comparing the weather
conditions on such high-mortality days to non-spike days, this
study represents an environment-to-circulation study, in
which the environmental response of mortality is used as a
basis for assessing surface weather conditions (Yarnal 1993).

Materials and methods

Mortality and weather data

Mortality data (1975–2004) were obtained from the
National Center for Health Statistics (NCHS), and were

compiled into daily totals, from which subsets segregated
by race (white, black, other), sex (male, female), and age
(< 65, 65–74, 75 +) were calculated. Using the International
Classification of Death (ICD-10) codes, primary cause of
death was also divided into three categories: cardiovascular
(I00–I99), respiratory (J00–J99), and other. While time of
death may be important to consider, this variable was not
available for analysis. The five Metropolitan Statistical
Areas (MSA) of Minneapolis-St. Paul, Pittsburgh, St.
Louis, San Antonio, and Miami were chosen based upon
climatic variability and their representation of the variability
in US demographics (Table 2; Fig. 1). Mortality from all
counties within the MSAwas aggregated to increase sample
size. For each MSA, the weather station at the primary
airport was chosen to represent weather conditions. Daily
mean temperature, mean sea-level pressure, and precipita-
tion data were obtained for these stations from the National
Climatic Data Center. Other temperature and pressure met-
rics were created to account for the changes in weather
conditions during the winter season (Table 3). In addition,
daily precipitation was classified as binary (yes/no). The
“winter season” in this research was defined broadly,
October–March, to account for both early and late winter
seasonal mortality which has been noted by previous studies
(e.g., Medina-Ramón and Schwartz 2007).

Spike day methodology

A mortality spike was defined as an increase in mortality
greater than a specific wintertime standard deviation thresh-
old when compared to a previous number of days. Standard
deviations were based on location and were computed for
each winter season. Therefore, spike days represent both
dramatic increases in mortality as well as the days during
the winter season with the highest mortality. On high-
mortality days, daily mortality was at least 1.5 standard
deviations (1.5 SD, hereafter) greater than the mean of the
previous 14 days. Various definitions of a spike were con-
sidered based upon 3-, 7-, and 14-day periods to account for
weather patterns and lagging effect of weather; different
thresholds of mortality increase (1.0, 1.5, 2.0, and 2.5 stan-
dard deviations) were also assessed. Since all definitions
and thresholds provided similar results, only the high-
mortality days associated with the 14-day 1.5 SD and a
higher threshold of 14-day 2.0 standard deviation (2.0 SD,
herein) results will be discussed.

Using both historical mortality and climatic data (1975–
2004), the weather conditions on high-mortality (spike) days
were compared with non-high-mortality days. The differ-
ences in temperature and sea-level pressure values between
spike days and non-spike days were compared using a two
sample t-test. Similarly, a two-sample difference of propor-
tions test was used to compare the likelihood of precipitation
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variables between spike and non-spike mortality days. This
statistic takes into account the percentage of days in which a
particular outcome occurred (e.g., precipitation on high-
mortality days) and compares it with the opposite outcome
(e.g., precipitation on non-spike days). For both tests, signif-
icant results are those with a P<.0.05; for further comparison,
we also indicated those tests that were near significant
defined as P<0.10.

Results

Although Minneapolis-St. Paul reported the most spike
days, the number of mortality spikes varied spatially and
temporally (Table 1). Miami had the fewest spike days
during the winter season (226). In all cities, the month of
December had the greatest number of mortality spike days.
In addition, all locations had more mortality-spike days
during the early winter season (October–December) as

opposed to the latter half, to be expected given the general
upward trend in mean mortality over this period of the year.
With a higher threshold definition, the 2.0 SD results were
similar but with fewer mortality-spike days across the loca-
tions; this contributed to the increased variability in the 2.0
SD results.

In all locations, all-cause mortality increased by at least
25 % on mortality-spike days. However, not all causes of
death changed by the same magnitude across the cities
(Table 4). In the northern locations, cardiovascular deaths
increased more on mortality-spike days while the southern
locations of San Antonio and Miami resulted in greater
increases in respiratory deaths. Despite these variations,
cardiovascular and respiratory deaths increased more than
all other causes in all locations except Miami. While other
analyses were conducted regarding the population demo-
graphics, the 1.5 SD and 2.0 SD results associated with
sex, race, and age were both inconsistent and inconclusive
and therefore are not shown.

Table 1 Number of
wintertime mortality spike
days (1975–2004) based
on the results from 1.5 SD
and 2.0 SD

October November December January February March Season

1.5 SD

Minneapolis-St. Paul 79 62 84 67 52 58 402

Pittsburgh 42 48 78 50 37 46 301

St. Louis 54 47 98 66 45 45 355

San Antonio 51 55 78 61 46 63 354

Miami 30 40 55 48 28 25 226

2.0 SD

Minneapolis-St. Paul 23 20 29 25 22 19 138

Pittsburgh 13 15 25 22 14 24 113

St. Louis 13 17 25 18 16 15 104

San Antonio 17 22 35 20 18 29 141

Miami 7 7 20 8 10 9 61

Table 2 A comparison of demographic characteristics (age, race, sex) for each of the Metropolitan Statistical Areas (MSA) used in this research.
The respective counties are listed as footnotes

Age Race Sex Total

<65 65–74 75+ White Black Other Male Female

Minneapolisa 90.4 % 4.9 % 4.7 % 86.1 % 5.3 % 8.6 % 49.4 % 50.6 % 2,968,806

St. Louisb 87.1 % 6.7 % 6.1 % 78.3 % 18.3 % 3.4 % 48.0 % 52.0 % 2,406,139

Pittsburghc 82.3 % 8.8 % 8.9 % 89.5 % 8.1 % 2.4 % 47.7 % 52.3 % 2,431,087

San Antoniod 89.3 % 5.8 % 4.9 % 70.6 % 6.6 % 22.8 % 48.7 % 51.3 % 1,711,694

Miamie 85.5 % 7.2 % 7.3 % 70.1 % 20.4 % 9.5 % 48.3 % 51.7 % 5,007,564

a Anoka, Carver, Chisago, Dakota, Hennepin, Isanti, Ramsey, Scott, Sherburne, Washington, Wright (MN), Pierce, St. Croix (WI)
b Franklin, Jefferson, Lincoln, St. Charles, St. Francois, St. Louis, Warren, Washington (MO), Bond, Calhoun, Clinton, Jersey, Macoupin, Madison,
Monroe, St. Clair (IL)
c Allegheny, Armstrong, Beaver, Butler, Fayette, Washington, Westmoreland (PA)
d Atascosa, Bandera, Bexar, Comal, Guadalupe, Kendall, Medina, Wilson (TX)
eMiami-Dade, Broward, Palm Beach (FL)
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Temperature

Throughout the locations, most of the 1.5 SD ΔT and
ΔT1day values that were at or near statistical significance
were positive, suggesting that temperatures on mortality
spike days were warmer than both all non-high mortality
days and the preceding day (Table 5). While the ΔT results
were more variable, six of seven significant monthly values
were positive. The largest temperature differences were

observed in St. Louis, with three monthly ΔT values ex-
ceeding 1.5 °C. The only other value to exceed this thresh-
old occurred in Minneapolis during the month of January
(2.29 °C ΔT).

The most consistent relationships were associated with
the more southern locations and ΔT1day results. For exam-
ple, on the monthly level, the three significant values of St.
Louis were more than Minneapolis-St. Paul, which had only
one. Additionally, every value for Miami ΔT1day was sig-
nificant except for November—the most of any location.
With two of these temperature differences being at least
1.0 °C, the most consistent relationship throughout the
winter season between temperature and high-mortality days
was observed in Miami.

When comparing seasonal values, the largest temperature
differences were in the southern locations of St. Louis
(0.83 °CΔT1day) and Miami (0.72 °CΔT). More variability
was found with the ΔT results likely due to the large

Fig. 1 The five US cities used
in this research

Table 3 The metrics of atmospheric variables used to account for the
weather leading up to a mortality spike day

Atmospheric variable Definition

ΔT (average temperature) Difference between average temperature on
a high-mortality day and non-spike day

Positive value signifies temperature is
warmer on high-mortality days than
non-spike days

ΔT1day (1 day
temperature)

Difference in temperature between day 0
(high-mortality day) and the previous day

Positive value signifies temperature is
warmer on high-mortality days than the
days preceding them

ΔP (average pressure) Difference between average pressure on a
high-mortality day and non-spike day

Negative values signify pressure is lower on
high-morality days than non-spike days

ΔP1day (1 day pressure) Difference in pressure between day 0
(high-mortality day) and the previous day

Negative values signify pressure is lower on
high-mortality days than the days
preceding them

Precipitation Binary comparison as to whether any
precipitation occurred (x > 0)

Values greater than 1.00 represent an
increase in likelihood

Table 4 Mean percent increase in mortality on high mortality days
compared to non high mortality days. Mortality is separated based
upon cause of death

Minneapolis Pittsburgh St. Louis San Antonio Miami

Cause of death

1.5 SD

Cardiovascular 33 % 28 % 32 % 41 % 22 %

Respiratory 32 % 28 % 31 % 45 % 29 %

Other 28 % 24 % 29 % 40 % 27 %

All 30 % 26 % 31 % 41 % 25 %

2.0 SD

Cardiovascular 38 % 35 % 38 % 45 % 27 %

Respiratory 34 % 39 % 39 % 51 % 44 %

Other 36 % 27 % 31 % 48 % 31 %

All 37 % 31 % 35 % 47 % 30 %
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number of non-spike days as compared to the ΔT1day,
which compares only the day immediately before a high-
mortality event. When aggregated across the entire winter
season, for all MSAs all ΔT1day were statistically signif-
icantly positive. The same relationship was observed in
the results associated with the transitional month of
March, with the smallest temperature difference in San
Antonio (0.63 °C ΔT1day). In all cases, these values were
positive, indicating the warmest temperatures occurring
on high-mortality days when compared to the previous
day (Fig. 2).

Both ΔT and ΔT1day showed January and February as
having the fewest number of statistically significant values.
For all other months, results varied across the locations,
suggesting a seasonal pattern associated with temperature
and high-mortality days. While the 2.0 SD results were
consistent with 1.5 SD results, more variation was evident
due to the smaller sample size.

Pressure

The monthly ΔP results showed a total of 13 at or near
significant values across the locations (Table 5). Similar
to ΔT, the ΔP results showed more variability than
ΔP1day. Minneapolis-St. Paul had five significant monthly
values with the largest differences occurring in January
(−3.50 mb ΔP). Except for Miami’s November value, all
of the significant ΔP results were negative, indicating lower
pressure on high-mortality days when compared to non-high
mortality days. Aggregated seasonally, a less consistent
relationship was observed with only Minneapolis-St. Paul
displaying a negatively significant value; some of this may
be attributed to the seasonal variability in the response,
which is cancelled out when aggregated. Unlike tempera-
ture, the northern location of Minneapolis-St. Paul had
larger seasonal pressure changes (−1.40 mb ΔP and
−1.30 mb ΔP1day) when compared to the southern location

Table 5 Differences in
weather conditions between
high-mortality and non-high
mortality days using the 1.5 SD
threshold. Temperature values
are in °C, pressure values are in
millibars; positive numbers
represent higher values on spike
days. For precipitation, a value
of 1.00 represents a relative
frequency increase of 0 %.
Therefore, values greater than
1.00 signify days in which
precipitation was more likely to
occur on high-mortality days

**Statistically significant values,
* near significant values

October November December January February March Season

ΔT

Minneapolis 0.65 0.18 −0.55 2.29** −0.40 −0.24 0.52

Pittsburgh 0.62 0.12 −0.07 1.27* 1.00 0.82 0.12**

St. Louis 1.53** 3.01** −0.29 −0.75 −0.99 1.64* −0.29**

San Antonio 0.21 0.48 −0.89* 0.23 −1.11 −0.11 −0.48**

Miami 1.00** 0.20 0.38 0.09 0.45 0.61 0.10**

ΔT1day

Minneapolis 0.31 0.36 −0.21 0.50 0.44 0.72* 0.32**

Pittsburgh 0.25 0.30 0.87** 0.39 1.00* 0.91* 0.64**

St. Louis 0.70** 1.46** 0.35 0.37 0.86 2.00** 0.83**

San Antonio −0.21 0.90** 0.79** 0.22 0.69 0.63* 0.52**

Miami 0.22* 0.22 1.18** 0.68* 1.38** 0.46** 0.72**

ΔP

Minneapolis −1.80** −2.90** −1.10 −3.50** −2.10* −1.80* −1.40**

Pittsburgh 0.50 −1.10 −1.30* 0.00 −2.20* −1.70* −0.20

St. Louis −0.80 −2.00** 0.10 −0.40 0.80 0.00 0.40*

San Antonio −1.00* −0.40 0.50 0.30 0.30 −0.90 0.30

Miami 0.00 0.90** 0.20 0.10 −1.30* 1.50** 0.40**

ΔP1day

Minneapolis −2.20** −2.60** −0.40 −1.90** −2.00** −2.00** −1.30**

Pittsburgh −0.70 −1.60** −1.20* −0.90 −2.90** −1.20 −1.30**

St. Louis −1.70** −2.70** −0.60 −1.70** −1.50 −2.20** −1.10**

San Antonio 0.00 −1.00* −0.80 −0.20 −1.10* −0.50 −0.40**

Miami 0.10 0.30 −0.70** −0.40 −1.00** 0.10 −0.20**

Precipitation

Minneapolis 1.11 1.52** 1.10 1.29* 1.46** 1.61** 1.31**

Pittsburgh 0.74 1.07 1.15 1.17 0.91 1.15 1.09**

St. Louis 0.76 1.21 1.14 1.13 1.43* 0.86 1.06

San Antonio 0.96 0.80 0.88 1.43* 1.00 1.19 1.00

Miami 0.79 0.65** 0.96 0.57** 0.91 0.57* 0.73**
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of Miami (0.40 mbΔP and −0.20 mbΔP1day). Additionally,
Minneapolis-St. Paul showed the strongest month-to-month
relationship with ten statistically significant values showing
pressure decreases ranging between 1.8 mb and 3.5 mb.
With all of these values suggesting lower pressure on
high-mortality days, Minneapolis-St. Paul was the most
consistent location. While five statistical significant values
were observed in Miami, there was greater variability of the
pressure differences. The relationship in San Antonio was
the least consistent of the results with only three near statis-
tically significant values, though these values all represented
cases where the pressure was at least 1.0 mb lower on high-
mortality days.

All 16 significant results associated with ΔP1day were
statistically significant and negative. This would indicate
lower pressure on high-mortality days when compared to
the preceding day (Fig. 2). Minneapolis-St. Paul had the
strongest monthly relationships with only one value not
significant (December −0.40 mb ΔP1day). In addition to
spatial variability between the northern and southern loca-
tions, temporal trends were also observed. The transition
months of November, February, and March showed more
significant values than the mid-winter months of December
and January. All seasonal values were negative and signif-
icant with the strongest relationships in the northern loca-
tions of Minneapolis-St. Paul and Pittsburgh (−1.30 mb
ΔP1day). As with the temperature results, more seasonal

variation was observed for ΔP than ΔP1day. Additionally,
the 2.0 SD pressure results were consistent but showed more
variability due to the small sample size.

Precipitation

In all locations except Miami, an increased likelihood of
precipitation was observed during mortality spike days
(Table 5). Across all months, a total of nine values were at
or near statistical significance, but only three of these values
were less than 1.0. Values less than 1.0 signify that high-
mortality days are less likely to experience precipitation. In
addition, the only seasonal value less than 1.0 occurred in
Miami (0.73). Minneapolis-St. Paul had the largest likeli-
hood of precipitation on high-mortality days with four of the
six winter months showing significant values. Most of the
larger significant increases occurred during the latter portion
of winter (January–March). Results associated with heavy
precipitation (>25 mm), snowfall, and heavy snowfall
(>25 cm) were also tested for significance. Increased vari-
ability was observed with these variables due to the small
sample size, and thus are not shown.

Trends in temperature and pressure

Beyond the significance testing above, temporal trends in
variables leading up to a mortality spike day were also

Fig. 2 Mean temperature (top) and pressure (bottom) changes on the 5 days prior and 3 days after a high-mortality day (Day 0). Despite increased
variability associated with 2.0 SD results, the results showed similar V-shaped trends
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examined to help assess synoptic meteorological conditions.
The trend of temperature leading up to and following a high-
mortality day showed consistent V-shape patterns across the
study region (Fig. 2). The largest temperature changes oc-
curred in the southern locations which is consistent with the
results presented. Temperature increases generally linearly
for the 3 days leading up to a mortality spike day, across
all cities using both the 1.5 and 2.0 SD thresholds. The
largest temperature increases occurred in St. Louis with
1.5 SD results showing an increase of 1.76 °C (from
Day −4). The warmest temperatures thus occur on the
high-mortality day when compared to the previous 5 days.
The response of temperature following a high-mortality
day is variable.

Alternatively, atmospheric pressure showed an inverse
relationship with pressure decreasing on days leading up to
a mortality spike day. Pressure values fell to a minimum
value on high-mortality days when compared to the previ-
ous 5 days. Danet et al. (1999) has previously noted a
similar V-shaped relationship with winter mortality and
pressure. The largest pressure decreases occurred in the
northern locations. Pressure in Minneapolis-St. Paul was at
least 1.8 mb higher on the 5 days prior to a high-mortality
day, whereas, the pressure falls in San Antonio and Miami
were minimal (0.6 mb and 0.3 mb, respectively). Despite the
regional variations, these patterns were consistent through-
out the season for all locations. In addition, these patterns
were also evident in the 2.0 SD results, but the smaller
sample size increased the variability of temperature and
pressure across all of the locations.

Discussion

In an attempt to better understand the physiological re-
sponse to the environment, this research examines the spe-
cific weather conditions leading to high-mortality days
during the winter season. Additionally, it examines the
weather on high mortality days compared to non-high mor-
tality days. While only five cities were used in the analysis,
consistent relationships across the cities emerged with re-
gard to temperature, pressure, and precipitation. Variable
through both time and space, the main conclusion from
this research is that there are significant differences
between weather conditions during mortality spike days
than non-spike days. Increasing temperatures, falling
atmospheric pressure, and an increased likelihood of
precipitation were all more common on high-mortality
days when compared both to days leading up to a
mortality-spike day as well as to non-spike days in
general. The seasonal values of ΔT and ΔP were less
consistent, likely due to overall atmospheric variability
over the course of the winter season.

The relationship between temperature and mortality is
not entirely consistent with previous research that suggests
mortality increases the most during low temperatures
(Huynen et al. 2001; Analitis et al. 2008). Despite an in-
crease in blood viscosity during low temperatures, this re-
search showed that days with warmer temperatures were
associated with higher mortality. However, the importance
of the lag effect and a delayed physiological response to the
environment should not be overlooked as a probable, con-
tributing factor (Armstrong 2006; Basu and Samet 2002;
Gasparrini et al. 2010). This research is consistent with that
of Plavcová and Kyselý (2010), which showed significant
increases in mortality following a warming trend. O’Neill et
al. (2003) suggested that the variance in temperature may be
a large contributing factor in increased respiratory deaths.
Additionally, Morabito et al. (2008) showed an increase in
blood pressure following a sudden change in weather
patterns—an important risk factor associated with car-
diovascular mortality events.

The effect of atmospheric pressure on winter mortality
has been studied less frequently than other variables (e.g.,
Plavcová and Kyselý 2010). A V-shape pressure pattern,
similar to that shown by Plavcová and Kyselý (2010), was
evident in all locations but varied considerably in magni-
tude. The relationship with pressure was strongest in the
northern locations with largest changes occurring during the
transitional months. Although this variability verifies the
regional differences associated with winter mortality dis-
cussed by Keatinge (2002), it also incorporates the synoptic
climatology of the circulation patterns of the atmosphere. As
temperatures change throughout the year, the jet stream,
which controls the movement of weather systems, migrates
accordingly. This weather-system progression through the
atmosphere changes spatially and temporally throughout the
winter season and may account for some of the north–south
relationships shown in the presented results.

While it may be difficult to distinguish the impact of the
results on mortality, research indicates that unsettled atmo-
spheric conditions may contribute to higher winter mortality
(Kassomenos et al. 2007; McGregor 1999). With warming
temperatures and decreasing pressure, and an increased
likelihood for precipitation, a transitional or changing syn-
optic weather pattern, with an approaching mid-latitude
cyclone, may be likely. However, further analysis was done
with a synoptic-weather typing scheme, the Spatial Synoptic
Classification (Sheridan 2002), and no favorable weather
type was consistently identified. Recurring weather patterns
were found, however, through a manual classification of a
random sample of synoptic weather maps, although no
statistical comparison was conducted.

Much research has uncovered a lag effect associated with
winter (cold) mortality (Barnett et al. 2010; Gasparrini et al.
2010). This delayed response may not be accounted for
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within this research since this study examined only the short
term changes in weather on high-mortality days without
direct inclusion of such a lag effect. Thus, while warmer
temperatures were found to be associated with high-
mortality events, the extent to which the weather on high-
mortality days could be attributed directly to these deaths
remains unresolved. Increasing temperatures and decreasing
pressure may be associated directly with a strong cold
frontal passage, which would typically precede the observed
spike-day conditions by several days.

While the weather relationships were similar throughout
all of the cities, San Antonio showed the weakest correla-
tions. However, despite this, a north–south relationship
existed between the cities, with Miami exhibiting some of
the largest temperature increases and Minneapolis-St. Paul
showed the most significant pressure decreases.

Conclusion

While previous studies have examined the numerous factors
contributing to high winter mortality (Kassomenos et al.
2007; McGregor 1999; Barnett et al. 2010), this research
examined an alternative method of analysis, by defining the
environmental condition of high-mortality days and consid-
ering solely the weather conditions associated with these
days and those immediately preceding. In addition, by in-
corporating trends in variables, the weather was also exam-
ined on the days prior to a mortality spike (e.g., T1day).
High-mortality days represented dramatic increases in mor-
tality and the days with the highest winter (October–March)
mortality. While the presented analysis showed differences
between the atmospheric conditions on high-mortality spike
days and non-spike days (Table 5), further statistical
techniques may be used to examine the relationships
in greater detail.

Although temporally variable, the atmospheric shifts asso-
ciated with high-mortality days were generally consistent
across all cities. Temperatures were generally warmer on
high-mortality days than non-high mortality days or the 5 days
prior to a spike in mortality. A V-shaped pattern associated
with pressure was evident in all locations—signifying a
decrease in pressure leading up to a high-mortality day. The
results of a pressure fall and a temperature rise on a spike day,
along with greater likelihood of precipitation, suggest an
approaching mid-latitude cyclone. However, the Spatial
Synoptic Classification did not suggest any consistent weather
pattern. The results of this study are consistent with those of
others that have examined the importance of short term changes
in weather on mortality (e.g., O’Neill 2003; Plavcová and
Kyselý 2010). Examining the weather on high-mortality days
coupled with advanced modeling techniques both provide a
holistic perspective of the impact of weather on mortality.

Within wintertime climate-health research, few studies
have examined the relationship between atmospheric con-
ditions and mortality through an environment-to-circulation
approach in which the environmental response of mortality
is used as a basis for assessing weather conditions (Yarnal
1993). While the presented results show consistency regard-
ing the weather leading up to a high-mortality day, they also
raise important questions regarding the issue of lag during
the winter season. Other techniques, including time series
and distributed-lag modeling, may enhance the results of
this research (Armstrong 2006; Gasparrini et al. 2010;
Schwartz 2005; Dominici et al. 2003). By evaluating more
locations and improving the spatial resolution, the impact of
short-term weather variability may be further examined.
Further examination of the specific synoptic weather pat-
terns associated with high-mortality events may improve our
understanding regarding the role winter weather has on
human health, the physiological response to the environ-
ment, and how it may change in the future.
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