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Abstract Excessive heat significantly impacts the health of Californians during irregular
but intense heat events. Through the 21st century, a significant increase in impact is likely, as
the state experiences a changing climate as well as an aging population. To assess this
impact, future heat-related mortality estimates were derived for nine metropolitan areas in
the state for the remainder of the century. Here in Part I, changes in oppressive weather days
and consecutive-day events are projected for future years by a synoptic climatological
method. First, historical surface weather types are related to circulation patterns at 500mb
and 700mb, and temperature patterns at 850mb. GCM output is then utilized to classify
future circulation patterns via discriminant function analysis, and multinomial logistic regres-
sion is used to derive future surface weather type at each of six stations in California. Five
different climate model-scenarios are examined. Results show a significant increase in heat
events over the 21st century, with oppressive weather types potentially more than doubling in
frequency, and with heat events of 2 weeks or longer becoming up to ten times more common at
coastal locations.

1 Introduction

Much of the state of California (USA) currently experiences a number of hot days each year, as
well as significant excessive heat episodes, most recently in 2006 (Gershunov et al. 2009).
These events are correlated with reduced air quality, prolonged and extreme heat, and elevated
rates of human mortality and morbidity. Over the coming century, climate change is likely to
alter the frequency and intensity of these events, and demographic change is expected to
increase markedly the number of people vulnerable to these events. These changes are expected
to significantly affect public health across the state.
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The IPCC (Meehl et al. 2007) projects that globally, temperatures by the end of the 21st
century when compared with the end of the 20th century are expected to be from 1.1 °C to 2.9 °C
higher using a relatively environmentally friendly scenario (B2), and from 2.4 °C to 6.4 °C
higher using a higher-emissions scenario (A1FI). These increases contain a sizable spatial
variability, and are generally larger over land, as well as over more poleward latitudes.
Research has also suggested changes in atmospheric circulation, with future climate change
projecting onto the dominant modes of atmospheric variability such as the Arctic and North
Atlantic Oscillations that already affect climate over North America (Stone et al. 2001; Gillett
et al. 2003), as well as El Niño/Southern Oscillation-like patterns (Boer et al. 2004).

Specific modeling of excessive heat events in the future has been less studied; aside from
global changes in the radiative balance and circulation changes, other regional consider-
ations such as soil moisture may play a role (Clark et al. 2006). A key question is the role of
climate variability, and the relative roles of changes in the mean and variance of future
temperature patterns. Schär et al. (2004) address this directly, in their analysis of the 2003
European heat event in the context of future climate scenarios, showing a nearly 100 %
increase in climate variability in future GCM scenarios relative to control runs, and a spatial
pattern of temperature variability change that is entirely different from that of the mean
temperature increase. Ballester et al. (2010) reach a different conclusion, suggesting future
heat events will increase in proportion with the mean temperature increase. Gosling et al.
(2011), using a perturbed-physics ensemble simulation, suggest that in projecting impacts of
future heat waves, model physics uncertainty leads to greater discrepancies than emissions
scenario uncertainty. Nevertheless, several studies (Stott et al. 2004; Beniston 2004;
Beniston 2007; Kyselý 2009; Barriopedro et al. 2011) suggest that with circulation changes
associated with climate change, heat waves similar to the 2003 event may be relatively
commonplace by the end of the 21st century. Beyond temperature changes, Willett and
Sherwood (2011) show that in estimating future heat vulnerability, the frequency of thresh-
old exceedances depend strongly on relative humidity values as well.

Several studies have also examined future changes in heat events over North America. As
part of a global analysis of weather extremes, Tebaldi et al. (2006) and Meehl and Tebaldi
(2004) show a significant increase in the frequency and intensity of heat events in the future,
with three-day events more than 3 °C warmer than present across interior California. Clark
et al. (2006) show a large amount of variability in predicted heat events, with the largest
increases across the northern US, but with increases over California between 2 °C and 8 °C.
In a precursor to the present study (Hayhoe et al. 2004), heat extremes for five cities in
California were analyzed. By the 2090s, average inland heat-wave intensity increases at
nearly double the rate of coastal cities under both the B1 and A1FI scenarios. As the total
number of heat-wave days is approximately equal across all locations, this indicates much
hotter heat waves for inland cities, and a disproportionate increase in long-duration heat
waves by the 2090s.

In this research, we develop estimates of projected changes in heat events and in
heat-related mortality over the next century for nine major urban regions in California,
based on historical observed relationships between large-scale weather patterns and
region-specific mortality rates. Here in Part I, we describe the future changes to heat
event frequency; in Part II, we develop heat-related mortality estimates from these
changes.

Our framework for analyzing hot weather and heat events in this research is rooted in
synoptic climatology, in particular, the Spatial Synoptic Classification (SSC; Sheridan
2002), a weather-type classification scheme that categorizes surface weather conditions at
a given location into one of several weather types. The SSC is presently utilized in more than
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four dozen Heat Watch-Warning Systems (HWWS; Sheridan and Kalkstein 2004) and has
already been employed and validated (Ebi et al. 2004; Hajat et al. 2010) in understanding
heat events, and estimating heat-related mortality for purposes of calling heat advisories and
warnings when human health is negatively impacted.

Rather than basing our analyses on surface predictions generated from downscaled
atmosphere–ocean global climate model (GCM) output, we have associated GCM
projections of synoptic scale, mid-tropospheric patterns with their likelihood of man-
ifesting oppressive SSC weather types at the surface, a procedure new to future heat-
health projections. As GCMs are better able to project general atmospheric patterns
than localized weather variables (e.g., Wetterhall et al. 2009; Sheridan and Lee 2010),
capitalizing on the relationships we derive enables us to more effectively and appropriately
utilize model output in projecting future surface heat events and health impacts.

2 Materials and methods

2.1 Materials

2.1.1 Spatial Synoptic Classification

The Spatial Synoptic Classification (SSC) is a station-based weather-type classification
scheme (Sheridan 2002), where each day is classified into one of six weather types: DM
(Dry Moderate), DP (Dry Polar), DT (Dry Tropical), MM (Moist Moderate), MP (Moist
Polar), or MT (Moist Tropical). These weather types are intended to represent a holistic
categorical assessment of the weather conditions at a given location on a given day, and are
based on surface observations of temperature, dew point, sea-level pressure, wind speed and
direction, and cloud cover four times daily (0100, 0700, 1300, 1900 local standard time
[LST]). The SSC is a hybrid classification scheme, with an initial manual specification of
typical weather-type conditions leading to the identification of ‘seed days’ that typify each
weather type during each season. An automated classification then ensues, whereby all days
in a period of record are assigned to one of the weather types based on their similarity to the
seed days. Complete details of the procedures that comprise weather-type classification
with the SSC can be found in Sheridan (2002). Following classification into one of the
weather types listed above, the SSC can then re-categorize those days with large
pressure or dew point changes (usually representing the presence of a mid-latitude
cyclone) as a transitional type (TR). Given the diversity of conditions on such days,
and its lack of relevance to the focus of this study (heat events), only the six original
SSC categories were used. As discussed further in Part II, the two tropical weather
types—MT and DT—are associated with excess mortality and hence will be referred to
as the ‘oppressive’ weather types.

Historical SSC “calendars” (where each day in a period of record is classified into
one weather type) are available for over 400 first-order stations globally (http://sheridan.
geog.kent.edu/ssc.html), including 18 in California. As the study area for this project includes
nine urbanized regions in California (Fig. 1), extensive preliminary testing was done to evaluate
the most appropriate SSC stations to use. The SSC surface weather type must be adequately
predicted by upper-atmospheric circulation patterns in order for future projections to be
appropriate, in particular the tropical weather types (DT and MT) that have most often been
associated with increases in human mortality (Sheridan et al. 2009). Several large airport
weather stations, such as Los Angeles (LAX), San Francisco (SFO), and San Diego (SAN),
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are located directly adjacent to the coastline, and surface weather type can be significantly
affected by a sea breeze that is difficult to predict using larger-scale atmospheric circulation. The
stations chosen instead for these coastal locations—somewhat inland from the aforementioned

Fig. 1 The SSC stations used in this research. The population regions used in Part II are shaded
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stations—are more representative of the population centers. The six stations ultimately chosen
are shown in Fig. 1; mean DT and MT conditions are depicted in Table 1. As shown in the
results, weather types at all of these stations can successfully be estimated from larger-scale
circulation patterns.

It should be noted here that our use of the term ‘heat event’ as a representation of all DT
and MT days is by virtue of our framework. Since MT and DT weather types vary across
space and time, no standard definition of a heat event in terms of temperature threshold can
be provided.

2.1.2 Historical atmospheric circulation and temperature data

One of the most common historical weather data sets available is the NCEP/NCAR
reanalysis (NNR) data set (Kalnay et al. 1996), which includes many variables for the global
domain across many layers of the atmosphere. Though the data are derived from both actual
observations as well as short-term model simulations, and have some inherent biases, the

Table 1 Mean (standard deviation) conditions for Dry Tropical (“DT”) andMoist Tropical (“MT”) weather types
in April, June, andAugust, for the stations used in this study, for the 1960–1999 observed historical period. “1300”
and “0100” values are the temperature (T, °C) and dew point (Td, °C), for those hours (LST) respectively, while
“Freq” refers to the mean monthly frequency of occurrence, as a percentage of all days

Station April June August

1300 0100 Freq 1300 0100 Freq 1300 0100 Freq

El Toro DT T 29 (3) 15 (3) 10 % 34 (3) 20 (3) 4 % 35 (2) 22 (2) 5 %

DT Td 5 (5) 3 (5) 11 (3) 10 (3) 14 (3) 13 (3)

MT T 23 (3) 15 (1) 17 % 27 (3) 18 (1) 6 % 30 (2) 20 (1) 20 %

MT Td 12 (2) 11 (2) 17 (2) 16 (1) 19 (2) 17 (1)

Fresno DT T 28 (3) 14 (3) 19 % 35 (3) 22 (3) 41 % 36 (2) 24 (2) 42 %

DT Td 5 (4) 6 (4) 10 (4) 10 (4) 12 (3) 13 (3)

MT T 21 (2) 15 (2) 1 % 30 (3) 23 (3) 1 % 30 (2) 25 (2) 1 %

MT Td 10 (3) 11 (3) 14 (4) 14 (3) 16 (3) 14 (2)

Miramar DT T 28 (3) 14 (3) 7 % 33 (3) 19 (2) 3 % 33 (2) 21 (2) 2 %

DT Td 4 (4) 3 (4) 9 (4) 10 (5) 13 (3) 14 (3)

MT T 23 (3) 14 (2) 20 % 27 (2) 17 (1) 9 % 29 (2) 20 (1) 23 %

MT Td 13 (2) 11 (2) 16 (2) 15 (1) 18 (1) 18 (1)

Mountain View DT T 25 (3) 14 (2) 14 % 31 (3) 18 (3) 8 % 32 (2) 20 (2) 2 %

DT Td 5 (5) 5 (3) 10 (4) 10 (3) 10 (4) 12 (2)

MT T 21 (2) 14 (2) 14 % 26 (2) 18 (2) 6 % 28 (3) 21 (2) 1 %

MT Td 11 (3) 10 (2) 14 (2) 13 (2) 17 (2) 16 (1)

Riverside DT T 29 (3) 12 (3) 20 % 35 (3) 17 (3) 25 % 36 (2) 20 (3) 39 %

DT Td 0 (4) 3 (5) 7 (4) 9 (3) 10 (4) 11 (3)

MT T 23 (4) 14 (1) 7 % 32 (3) 18 (2) 9 % 34 (2) 21 (2) 17 %

MT Td 11 (2) 10 (2) 15 (2) 14 (2) 16 (3) 15 (2)

Sacramento DT T 25 (3) 12 (3) 12 % 35 (3) 19 (3) 23 % 35 (2) 19 (2) 24 %

DT Td 4 (5) 4 (5) 10 (4) 10 (3) 12 (3) 11 (2)

MT T 25 (3) 15 (1) 2 % 33 (3) 22 (2) <1 % 30 (2) 24 (1) <1 %

MT Td 13 (3) 12 (2) 16 (2) 13 (2) 13 (4) 12 (3)
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data set is generally considered to be an appropriate representation of ‘observed’ historical
conditions, particularly in terms of the atmospheric modes of variability that are assessed in
this research, although systematic differences are still observed (e.g., Schoof and Pryor
2003). In this research, data from the NNR data set were obtained at a once-daily resolution
(1200 UTC; 0400 LST) from 1 September 1957 to 31 August 2002, for the 500mb and
700mb geopotential height fields (500z and 700z respectively) and the 850mb temperature
field (850t). These variables are commonly used in synoptic classifications (Sheridan and
Lee 2010; Vrac et al. 2007) and are considered among the more reliable variables in the
NNR data set (Kalnay et al. 1996). These fields are also considered appropriate for the
evaluation of surface heat events. The geopotential height field at the 500mb level is useful
for examining the overall trough and ridge pattern over the study area, indicative of larger-
scale advection and subsidence in the atmosphere; the 700mb geopotential height values are
strongly correlated with surface temperatures (Knapp 1992); and the 850mb temperatures
are a good approximation of surface temperature as well. Due to the unique approach used in
this research, there was no a priori assumption as to which of the levels would most
accurately correspond to surface weather types better than others, and thus all three fields
were considered in the analysis.

Data were interpolated to a 5° by 5° resolution from 46°N to 26°N latitude and from 108°W
to 128°W longitude, which includes all of California. Due to the large amount of spatial
autocorrelation of geopotential height and temperature data, the coarser grid is not likely to
affect the results of a synoptic scale classification of circulation patterns. Additionally, previous
synoptic research has shown better results with a coarser resolution (Demuzere et al. 2009;
Saunders and Byrne 1999). Several other research studies have evaluated the impacts of
different domain sizes and found that the choice of domain affects how patterns in the region
of interest are identified (Demuzere et al. 2009; Hope et al. 2006). Several different domains
were tested, and the domain chosen most adequately represented the array of upper-level
circulation patterns across California; larger domains included the Rocky Mountains which
contain noise irrelevant to California climate conditions, and smaller domains could not
adequately resolve larger-scale circulation patterns.

2.1.3 Future atmospheric circulation and temperature data

Future atmospheric circulation and temperature data have been acquired from two
GCMs: the Community Climate System Model 3 (CCSM3; Collins et al. 2006), and
the Coupled Global Climate Model, or the CGCM3 (Environment Canada 2009a, b)
run by the Canadian Centre for Climate Modeling and Analysis. We utilized three of
the six IPCC (2007) scenarios (from the Special Reports on Emissions Scenarios;
SRES) in this research: A1FI (“higher emissions”), A2 (“mid-high emissions”), and
B1 (“lower emissions”). For CCSM3, all three scenarios were used, while for CGCM3,
only A2 and B1 were used. Thus, five total model-scenarios were analyzed. Projections
were acquired through 2099 in all scenarios with CCSM3, and in two windows from
2045–2064 to 2081–2100 for CGCM3. Historical model runs, produced to verify the
ability of GCMs to simulate present-day climate and climate variability, were also
acquired. The 20th Century run of the CCSM3 GCM was taken from the same
1957–2002 time period as the NNR data, while the CGCM3 GCM historical time
period spanned only from 1961 to 2000. GCM data were interpolated to the same
resolution (5° by 5°) over the same domain (46°N to 26°N latitude and from 108°W to
128°W), and for the same variables at the three pressure height levels (500z, 700z,
850t).
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2.2 Methods

2.2.1 Circulation type determination

The first stage in this research involved the categorization of upper-level patterns into
clusters. The patterns were classified using a six-part process described fully in Lee and
Sheridan (2011). In short, for each of the three levels of the atmosphere used in this research,
principal components analysis and two-step cluster analysis were performed in SPSS to
categorize historical weather conditions on each day in the NNR data set into one of several
clusters. An example of clusters derived from the 700z dataset is in Fig. 2. Discriminant
function analysis (DFA) was then utilized to categorize both historical and future GCM data
for both the NNR and GCMs into the same clusters. The process is performed individually
for each of the 15 combined (the 5 model-scenarios × the 3 levels of atmosphere) data sets.
Cluster numbers, as well as leading principal-component scores, are both utilized later.

Better correlations between the patterns created with the NNR dataset and those created
with a GCM’s historical 20th Century (hereafter referred to as GCM20c) dataset were
ultimately found only after ‘debiasing’ the GCM data; that is, removing the mean model
bias at each grid point. This method has been successfully used in other literature (e.g., Hope
2006; Lee and Sheridan 2011; Lee 2011). For each grid point for both GCMs, the mean
monthly difference between the GCM20c and the NNR data set in the historical period was
removed from the GCM historical dataset. The same difference was then subtracted from the
relevant future scenarios. The debiasing of the dataset resulted in statistically similar
frequencies of weather types (shown below) and suggests that the debiased GCM data
adequately represent climate variability as well as mean conditions.

In this research, a 9-month warm season (March to November) was delineated, and
classification was performed only on these months. Several factors contribute to this
decision. As synoptic variability is greatest during the cold season (Barnston and Livezey
1987), year-round classifications tend to create more winter patterns at the expense of
summer patterns. As this research aims to identify heat events, this additional discrimination
is not desired. Moreover, our previous research (e.g., Sheridan and Kalkstein 2010) suggests

Fig. 2 Mean geopotential height values (m) at 700mb for 700z clusters created in CCSM3
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a relatively broad season during which heat-related mortality can occur, given California’s
unique climate. Further, as significant heat events in California can occur outside of the
meteorological summer, and the seasonality of synoptic patterns may shift in the future (e.g.,
Lee 2011), this broad definition of warm season is necessary.

2.2.2 Using multinomial logistic regression to predict SSC weather-type

After the atmospheric circulation patterns were classified for each of the five model
scenarios, the next step was to predict the daily SSC type for the GCM-Future data based
upon the relationship of the atmospheric circulation patterns to SSC type in the historical
NNR dataset. A dataset that includes historical weather-type data for each of the 6 SSC
stations was then created for each of the 5 model-scenarios, creating a total of 30 datasets.
We then tested multiple combinations of variables (Table 2): the cluster numbers for each of
the three levels (500z, 700z, and 850t), including one-day lag and one-day lead; the three PC
values for each level, along with one-day lags, and the actual 850-mb temperature values at
two grid cells (36°N, 123°W; 36°N, 118°W). Finally, as meteorological conditions within
each weather type vary over the course of the year, a seasonally oscillating variable was
created that was defined as the sine of the seasonal cycle as reflected in the SSC—a value of
1 (−1) for the warmest (coldest) weather-type day of the year at a given station.

A custom multinomial logistic regression (MLR) was then used to project the SSC type
for both the GCM20c portion of the data and the GCM Future portion of the data. MLR can
use both continuous and categorical independent variables in order to predict the occurrence
of a categorical dependant variable. The combination of variables that best reproduced
historical weather-type frequencies at each station (minimizing the mean frequency differ-
ential for each weather type) was selected (marked by ‘X’ in Table 2). For the two Central
Valley SSC stations, Sacramento and Fresno, the 850t level proved to be the only level
important in predicting surface SSC type, and so information from the 500-mb and 700-mb
levels was not included. For these two stations, five interaction terms were also added to the
regression equation in order to characterize the combined effects of the daily DFA pattern
with a number of different variables in determining surface weather type: 1) the 850t DFA
number and the one-day lag of the 850t DFA number; 2) the 850t DFA number and the one-
day lead of the 850t DFA number; 3) the 850t DFA number and the season-cycle curve; 4)
the 850t DFA number and the 850t value at 36°N, 123°W; and 5) the 850t DFA number and
the 850t value at 36°N, 118°W.

For the other four stations, the SSC type for these stations was as dependent on the 500-
mb and 700-mb geopotential height patterns as the 850-mb temperature pattern, and thus the
set of predictive variables was different (Table 2). Different interaction terms were also used:
1) the 700z DFA number with the 700z DFA one-day lag; 2) the 700z DFA number with the
700z DFA one-day lead; 3) the 700z DFA number with the month; 4) the 700z DFA number
with the 850t at 36°N, 123°W; and 5) the 700z DFA number with the 850t at 36°N, 118°W.

3 Results

Given California’s broad range of climates, weather-type frequencies vary considerably among
the stations evaluated in this study (Table 1). Dry Tropical (DT) air dominates the summer in
Fresno, Riverside, and Sacramento, whileMoist Tropical (MT) air is more common atMiramar,
Mountain View, and El Toro. In northern California, MT air has a spring peak, especially at
Mountain View. However, in southern California, which is influenced somewhat by the late-
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summer Southwest Monsoon (Sheppard et al. 2002), MT frequencies are greater in the fall,
particularly at Miramar, the southernmost SSC station used in this research.

3.1 Historical results

An evaluation of seasonal frequencies and biases (for the entire March through November
period) shows that both the CCSM3 and CGCM3 models adequately duplicate the historical
pattern frequencies of the NNR, which helps validate the future weather-type frequency
estimates (Table 3). Comparing the actual average seasonal frequencies with the NNR and
GCM20c models shows that rarely are the frequencies more than 5 % apart. Chi-square tests
on the annual mean frequency of SSC types show no statistically significant differences

Table 2 Predictive variables included in the multinomial logistic regression (MLR) analysis for SSC type
(dependent variable) for each station

Variable Fresno, Sacramento Riverside, Los Angeles,
El Toro, Miramar

Categorical variables

The DFA cluster number for 700z X

The DFA cluster number for 850t X X

The 1 day lag of the DFA cluster number for 700z X

The 1 day lag of the DFA cluster number for 850t X X

The 1 day lead of the DFA cluster number for 700z X

The 1 day lead of the DFA cluster number for 850t X X

Month X

Continuous variables

PC 1 value for 500z X

PC 2 value for 500z X

PC 3 value for 500z X

PC 1 value for 700z X

PC 2 value for 700z X

PC 3 value for 700z X

PC 1 value for 850t X X

PC 2 value for 850t X X

PC 3 value for 850t X X

One-day lag of PC 1 value for 500z X

One-day lag of PC 2 value for 500z X

One-day lag of PC 3 value for 500z X

One-day lag of PC 1 value for 700z X

One-day lag of PC 2 value for 700z X

One-day lag of PC 3 value for 700z X

One-day lag of PC 1 value for 850t X X

One-day lag of PC 2 value for 850t X X

One-day lag of PC 3 value for 850t X X

The 850t value at 36°N, 123°W X X

The 850t value at 36°N, 118°W X X

The sinusoidal curve of seasonality of SSC stations X X
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between the NNR and GCM20c frequencies, for either CGCM3 or CCSM3. Statistically
significant differences occur between the observed SSC frequencies and both models’
GCM20c output at the three coastal locations; differences are also observed between the
GCM20c output and observed frequencies for Riverside for the CCSM3 only. When
examining the statistical differences by SSC type, the majority of the cases in which
differences are observed are the polar weather types, especially MP. Since this research is
primarily interested in the frequency of tropical weather types, differences in polar frequen-
cies are less critical. Only a few differences in tropical weather types emerge: at Miramar, the
NNR and both GCMs systematically underrepresent MT (p0 .02 to p0 .05); the CGCM3
overrepresents DT at Miramar (p0 .048), and the CCSM3 underrepresents MT at both
Riverside (p0 .022) and El Toro (p0 .014).

3.2 Future results

3.2.1 Weather type frequencies

By the 2090s, all the model-scenarios suggest that polar weather types (DP, MP) largely
disappear and the moderate weather types (DM, MM) decrease, while the overall frequency
of the two tropical weather types is projected to increase substantially (Table 3), though with
large differences across the model-scenarios. For the A1FI and A2 scenarios, DT roughly
doubles in frequency across all stations except Mountain View, with the largest absolute
increase observed at Riverside with CCSM A2, where it is projected to occur on 63.4 % of
all days, compared with 33.0 % in the GCM historical period. MT increases under A1FI and
A2 are more substantial in percentage terms than the DT increases, with MT generally
doubling at Riverside and becoming five times as common at Sacramento. The B1 scenario
is associated with a far more muted response overall, yet tropical types are still projected to
increase, with MT doubling in frequency relative to the GCM historical period in several
cases.

In holding the scenario constant, the two GCMs show broadly similar rates of
increase. Both models show the greatest increases at Sacramento, El Toro, and
Miramar. The CCSM3 is associated with greater DT increases under the A2 scenario
than the CGCM3; conversely, for MT under B1, the CGCM3 shows much greater percentage
increases than the CCSM3 across the three northernmost stations in Sacramento, Fresno, and
Mountain View.

On a seasonal level, the oppressive weather types are projected to become more
frequent during the seasons in which they normally occur, and broaden the range of the
season in which they appear (Fig. 3). In the more inland locations of Fresno, Riverside,
and Sacramento, there is projected to be a marked increase in summertime DT
frequency beyond the already high levels. In Fresno, DT is projected to become almost
totally predominant, reaching frequencies of over 80 % during the 2090s under all
scenarios in both models, and approaching 100 % of all days in the CCSM3 A1FI
scenario. Sacramento and Riverside show large increases as well, with most scenarios
showing midsummer DT frequency above 80 %; in the case of Sacramento, the peak
DT frequency is projected to expand its seasonality to even earlier in the summer, into
July and August. While the most substantial increases in DT frequency in Fresno and
Sacramento are found in midsummer, in Riverside, increases are of similar magnitude
throughout the entire 9-month period.

In these inland cities, MT is much less common historically, and is projected to remain
relatively uncommon—with two noted exceptions. At Sacramento and Fresno, where MT is
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most common in the transitional seasons, there are indications that MT frequency will
increase rather sharply during early spring, with projected frequency at Fresno and
Sacramento as high as 45 and 60 % of March days, respectively, in the 2090s in the
CCSM3 A1FI scenario. At Riverside, presently marginally affected by the Southwest
Monsoon in late summer, MT frequency doubles in August and September in the more
aggressive A1FI and A2 scenarios compared with the GCM historical period, while in the
B1 scenario, almost no change in MT frequency is observed by the 2090s.

For the coastal cities, the pattern is generally inverted, with broader overall increases
observed in MT rather than DT. Early and late season MT is projected to increase at all three
stations, especially Mountain View and El Toro, with a relatively narrow range among
model-scenarios. Frequencies in late-summer and early-autumn MT weather-type days vary
considerably by model-scenario, with a substantially greater increase in the A1FI and A2
scenarios at El Toro and Miramar than in B1. At Mountain View, MT does not presently
occur during this same time of year, though in the A1FI and A2 scenarios, it appears by the
2090s in August.

DT frequency at the coastal cities is projected to increase as well, although in the B1
scenario this increase is slight. A general increase is observed at Mountain View across all

Fig. 3 Monthly frequency of the GCM-modeled DT (brown) and MT (green) weather types at each station
for the historical period (solid line) and the 2090s range across all 5 GCM scenarios utilized in this research
(shaded area)
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months, while at Miramar and El Toro, DT increases are largely observed in the transitional
seasons, when Santa Ana winds, adiabatically warmed air advected from the desert to the
Pacific coast via an anticyclone over the Great Basin to the east (Raphael 2003), are most
common. In these cases, model-scenario variability is substantial, with much greater
increases in the A1FI and A2 scenarios, in which the frequency more than doubles.

In terms of trends through the 21st century, there is considerable variability among the
scenarios (Fig. 4). Overall, through the 2040s, there is little divergence between the
scenarios; linear increases are generally observed only in the DT weather type inland and
the MT weather type at coastal stations. From the 2050s through the 2090s, under the A1FI
and A2 scenarios, both weather types increase linearly with a greater slope than earlier in the
century. With B1, however, there are no statistically significant increases in the number of
DT or MT days from the 2040s to the 2090s at any of the stations. In comparing the two
GCMs across similar scenarios, systematic differences are only observed at the two north-
ernmost cities, Sacramento and Mountain View; in both of these cases, the CGCM3 A2
scenario projects significantly fewer DT and MT days in the 2090s.

3.2.2 Heat events

At present, the largest number of oppressive days occurs at the inland sites of Fresno,
Riverside, and Sacramento, with Riverside clearly being the highest in all models

Fig. 4 Decadal frequency of the GCM-modeled DT (brown) and MT (green) weather types at each station for
the 21st century across all 9 months used in analysis. Thickest line is CCSM A1FI scenario; mid-weight line is
CCSM A2 scenario; thin line is CCSM B1 scenario. CGCM A2 scenario is shown with filled box; CGCM B1
scenario is shown with filled diamond
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(Table 4). The estimates of future oppressive weather-type days show increases across
all cities in this analysis, but the percentage differential between the locales diminishes,
particularly for the 2090s. For example, from 1960 to 2000 the number of oppressive
days per year varies from 44 in El Toro to 107 at Riverside, well over double. By the
2090s, under A1FI, the number of oppressive days per year ranges from 142 at
Mountain View to 207 at Riverside. Thus, all of California is projected to experience
large numbers of offensive days under the worst case A1FI scenario, and even under
the more conservative scenarios.

Commensurate with the increase in the number of oppressive days is a substantial
increase in long consecutive-day events. Seven-day or longer events may more than
double at the coastal sites in virtually all of the scenarios for the 2090s. At Miramar as
an example, presently such events occur about 1.5 times during a typical nine-month
season. This is projected to increase to 4.3 times for the most conservative B1 scenario
by the 2090s. More substantial is the increase in frequency of events of at least 14
consecutive days, which are exceedingly rare now. Only at Riverside do such lengths of
offensive days occur more than once a season at present. By the 2090s, these 14-day
runs are projected to occur over once a year at virtually all the locales under almost all
the model runs (with a few exceptions, generally for the B1 scenarios). The increase in
frequency is estimated at tenfold or greater at some of the coastal locations.

4 Discussion

The methodology presented in this research involved a process whereby different historical
upper-level circulation patterns were initially developed for each of the two GCMs, followed
by a multinomial logistic regression to predict surface weather-type. That the results from
the two GCMs are generally similar, despite the process being done independently for each
GCM, suggests the methodology is robust.

Using the various GCM models and emissions scenarios, the results strongly suggest that
the oppressive weather type days, DT and MT, are projected to occur even more frequently
than they do today. Not surprisingly, the dry, generally clear, and hot DT weather type is
projected to become much more frequent in Fresno, Riverside, and Sacramento—inland
locales where atmospheric moisture is relatively low. The very warm and more humid MT
weather type is projected to be more frequent in Miramar, Mountain View, and El Toro.
Little difference is seen among model-scenarios through the 2040s, followed by a significant
divergence. The A1FI scenario is associated with the largest increases, followed closely by
A2; the B1 scenario has lesser increases, with almost no further increase after 2050. These
results are broadly consistent with the only other known weather-type projections, using the
SSC for Chicago (Hayhoe et al. 2010); the differences among SRES scenarios are similar to
those of Hayhoe et al. (2004) for California using a temperature threshold; Tebaldi et al.
(2006) show a similar divergence in scenarios, although in their research (which was
aggregated globally), the divergence began 20 years earlier.

These results translate into a substantial rise in prolonged heat events. By the 2090s,
14- consecutive day runs of oppressive weather types are projected to occur about once
a year at each station, while the frequency of 7-day heat events is projected to more
than triple along coastal locations and increase more than 50 % inland under the higher
emissions scenarios. While difficult to compare to previous research due to the different
variables used, these results support research projecting more and longer-lasting heat
events in the future (e.g., Meehl and Tebaldi 2004; Kyselý 2009; Barriopedro et al.
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2011). One confounding factor, however, in estimating the number of consecutive-day
heat events is that as heat events become more frequent, they are likely to begin
merging. That is, while the total number of oppressive days is projected to increase,
the number of 7-day or 14-day heat events might actually decrease as two or three
separate events merge into one longer, single event.

In interpreting the results of the present study, we acknowledge the standard caveats
about GCM ability to model future conditions and the scenarios representing plausible
futures. Further, while there was broad agreement between the two GCMs used, there were
certain areas of disagreement, such as with late summer MT frequency. More discrepancies
may have been uncovered had additional GCMs been utilized. Other relevant work (Gosling
et al. 2011) suggests that climate model physics represents a significant source of uncertainty
as well, something not addressed in this work.

There are also some limitations that are specific to the research framework used here. We
validated the methodology in terms of how well it was able to replicate historical observed
weather type frequencies by using data from NNR or the historical portion of GCM runs. As
discussed above, weather types were generally replicated well. There are some potential issues
involving the historical period of record utilized. In comparing the weather types generated in
the NNR portion of the classification (Table 2) for each of the two GCMs – run separately for
somewhat different periods of record (1960–1999 vs. 1970–1999), different frequency biases
(compared with the observed record) are noted, most notably at Sacramento and El Toro. When
comparing the overlapping years in the two data sets, the only significant differences occur with
the polar weather types. Since those types were not consequential in this research, we did not
address this matter further; however, this discrepancy suggests that the selection of the historical
period of record could impact classifications using this methodology.

Our results are based upon the assumption that the circulation-pattern—surface
weather-type relationship remains the same in the future. Previous research has shown
(Lee and Sheridan 2011) that the cluster means using the six-step method exhibit a
slight drift into the future; that is, the shape of the patterns (such as those shown in
Fig. 2) remains similar, but individual geopotential height/temperature values are all
slightly higher. This would suggest the presented results may underestimate future heat
events, although the inclusion of specific grid cell temperature values in the MLR
equations may abate that somewhat.

One aim of future research along similar lines may be to enhance the spatial resolution
and uniformity of the SSC. While the majority of the state’s population does live near the six
SSC stations selected for this project, a finer-scale gridded examination of weather types that
extends beyond the urbanized areas analyzed herein could aid in the understanding of the
small-scale impacts of climate change—and over a much wider spatial domain as well.
Further, due to the widely varying topography of California and its correspondingly complex
climate, a higher-resolution gridded weather-typing scheme could uncover more fine-scale
nuances of the heat-health relationship.

To help assess the impacts of climate change on human health, the goal of this project has
been to provide a range of 21st century heat-related mortality projections for nine major
urban centers in the state of California. The implications that the results presented here may
have for human mortality is shown in Part II.
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