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Abstract:

This paper presents a new spatial air-mass climatology for western Europe (WE) based upon the analysis of daily data for 48
climate stations for the period 1974–2000. Referred to as the spatial synoptic classification for western Europe (SSCWE),
the new air-mass climatology not only facilitates the examination of both spatial and temporal climate variations but also
provides, for the first time, a physically based synoptic classification for a wide variety of applications at the western
European scale. The SSCWE is based on the philosophy of the spatial synoptic classification (SSC), which was first
introduced to the synoptic climatological community in the mid-1990s and later refined as the SSC2 for application across
North America. As for the SSC2, establishing the physical characteristics for six generic air masses is the basis of the
SSCWE. In this paper, the procedures for identifying air-mass characteristics are described and an analysis of the spatial
and temporal variation of the six generic air-mass types across western Europe is presented. Copyright  2007 Royal
Meteorological Society
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INTRODUCTION

Synoptic climatological classification in Europe, based on
either manual or semiautomated methods, has been tradi-
tionally dominated by surface and upper air pressure map
pattern classification (Yarnal, 1993; El-Kadi and Smith-
son, 1996). For example, Grosswetterlagen (GWL) (Hess
and Brezowsky, 1952), which is a circulation pattern clas-
sification based on the work of Baur et al. (1944), has
been used extensively to characterize the atmospheric
circulation over western and central Europe (e.g. Bar-
dossy and Caspary, 1990; Werner et al., 2000; Kyselý,
2002; Domonkos et al., 2003). In the GWL classification,
three groups of circulation types (zonal, half-meridonal
and meridonal) are divided into 10 types and 29 circu-
lation patterns. Similarly, the map pattern based Lamb
Weather Type (LWT) classification, developed originally
for weather analysis in the region of the British Isles, is
compromized of 7 major and 27 hybrid weather types.
Although the GWL and LWT have proved useful in
numerous studies of the association between the atmo-
sphere and the surface environment (e.g. Bardossy and
Plate, 1992) the number of map patterns or weather types
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is often found to be too large for practical application,
thus, pattern groups are often merged prior to analysis
(Bardossy and Plate, 1992; Post and Tuulik, 1999; Stahl
and Demuth, 1999a,b). Furthermore, despite a general
belief that the GWL classification is valid for the whole
of Europe, it has been found that the GWL does not
produce homogeneous descriptions of the weather in the
peripheral regions of Europe (Post and Tuulik, 1999).
Moreover, while a kinematic view of the atmosphere,
as offered by the GWL and LWT classifications and
more recent semiobjective classifications based on pres-
sure patterns (Hewitson and Crane, 2002; Kassomenos,
2003; Esteban et al., 2006), provide information on atmo-
spheric dynamics, little is revealed about the nature of air
masses associated with the main modes of atmospheric
circulation as portrayed by composite pressure map pat-
terns. Accordingly, there has been increasing interest in
the development of air-mass based synoptic classifica-
tions as these allow interpretation of surface environmen-
tal processes and patterns in terms of variations in the
synergistic effects of atmospheric thermal and moisture
characteristics.

Synoptic-scale air-mass classifications are based on the
concept of air masses. These are defined as large vol-
umes of air with ‘homogeneous’ thermal and moisture
characteristics (Barry and Perry, 1973). Air masses usu-
ally take on the characteristics of the underlying surface
in their source region. On moving from its source region
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an air-mass can be subject to warming, cooling, and the
addition/removal of water. However, when an air-mass
crosses the same area at a similar speed and time of year,
its characteristics will be similar. It is this characteristic
that allows days with similar weather characteristics to be
classified as the same air-mass type (Davis and Kalkstein,
1990a).

Air-mass classifications were first introduced in the
1950s (e.g. Belasco, 1952) for the purpose of relating the
thermodynamic characteristics of the atmospheric circu-
lation to surface environmental processes (Yarnal, 1993).
Because air-mass classifications are based on identify-
ing the covariant behavior of daily thermal and moisture
characteristics, they are fundamentally different to map
pattern based classifications such as the GWL and LWT,
which distinguish between groups of days with ‘homoge-
neous’ pressure patterns. Notwithstanding the differences
associated with their development, synoptic classifica-
tions based on air masses may have some practical advan-
tages over those based on map patterns (Barry and Perry,
1973; Kalkstein et al., 1996). This is because variations in
such things as agricultural production (Jones and Davis,
2000), air pollution (Kalkstein and Corrigan, 1986) and
health (McGregor, 1999; Kyselý and Huth, 2004) can be
related directly to air-mass thermal and moisture charac-
teristics as opposed to pressure map patterns indirectly.

Although approaches such as trajectory analysis
(Belasco, 1952) and partial collective methods (Bryson,
1966) have been used in the past, more recently, stud-
ies have employed principal component analysis (PCA)
in conjunction with cluster analysis (CA) for develop-
ing air-mass classifications (Davis and Gay, 1993; Huth
et al., 1993; Smoyer et al., 2000). Typically a P mode
PCA is used to reduce the dimensionality of a large
multivariate climate data set, the outcome of which is a
number of principal components (PCs) that describe the
main modes of covariation between the original climate
variables (Yarnal, 1993). Subsequently, CA is applied to
a matrix of PC scores in order to identify groups of days
with similar meteorological, and thus, air-mass type char-
acteristics (McGregor and Bamzelis, 1995). The resultant
daily catalogue of air-mass types is termed the tempo-
ral synoptic index (TSI) (Kalkstein and Corrigan, 1986).
Although the TSI possesses a demonstrable utility for
environmental analysis, a drawback of this approach is
that the resultant daily air-mass catalogue is only appli-
cable at the location for which it was developed, or at
best, a limited number of adjacent locations. To over-
come this problem, Kalkstein et al. (1996) developed the
spatial synoptic classification (SSC).

The SSC was first developed for eastern and central
USA but later refined as the SSC2 and extended by Sheri-
dan (2000, 2002) to include Canada and the western USA.
The SSC/SSC2 differs from the TSI since it is able to
describe air masses at a single station while facilitating
the comparison of air masses between stations over a
very large region (Kalkstein et al., 1996). At the heart
of the SSC/SSC2 methodology is the classification of

daily observed (surface) weather conditions on a station-
by-station basis into one of six general air-mass types,
the physical characteristics of which are defined a pri-
ori. The six air masses are: (1) dry polar (DP); (2) dry
moderate (DM); (3) dry tropical (DT); (4) moist polar
(MP); (5) moist moderate (MM); and (6) moist tropical
(MT) which describe theoretical combinations of mois-
ture and temperature characteristics at each station. The
SSC, which uses the same six air masses for all loca-
tions, offers an advantage over other approaches since it
enables the understanding of spatial variations of air-mass
characteristics, unlike previous classifications which are
generally location specific (e.g. Kalkstein and Corrigan,
1986; Huth et al., 1993) and restrict inter-station com-
parisons. In the SSC approach, air masses are based on
the identification of homogeneous groups of weather vari-
ables, rather than distinct source regions (Sheridan, 2002)
thereby ensuring days with similar meteorological char-
acteristics are grouped together. This suggests that there
is potential for the SSC/SSC2 to increase understanding
of spatial variations in environmental variables, which is
more difficult using map pattern and single station air-
mass classifications.

Given that the SSC approach is grounded in the cli-
matological theory of air masses, plus the fact that it
overcomes the problem of classifying air-mass conditions
over large geographical scales and lends itself to both
spatial and temporal analyses of climatic variability, an
evaluation of its applicability for constructing an air-mass
climatology for western Europe (WE) seems warranted.
Further, the fact that the few air-mass classifications that
have been developed in Europe cannot be applied at the
continental scale because they are regionally specific, use
different methodologies and variables, classify different
numbers of air-mass types and are based on different
time-periods also provides strong motivation for explor-
ing the transferability of the SSC approach to WE.

The purpose of this paper then is to apply the SSC2
approach of Sheridan (2002) to the development of a new
air-mass classification for 48 locations across WE, since
a classification that will facilitate examination of spatial
and temporal climate variations at the western European
scale does not currently exist. For a successful application
of the SSC2 approach, a priori knowledge of the major
air-mass types and their physical characteristics at each
station is critical. Such knowledge, codified in the form
of seed days, is required for classifying all days at each
location into one of six air-mass types. Further, as the
air-mass seed day criteria developed for North America
cannot be directly transferred to Europe, these must be
identified. Consequently, a subsidiary aim of this paper is
to further develop the SSC2 methodology through using
a climate regionalization as an organizational framework
for identifying seed day characteristics for each of the air
masses at each of the 48 locations.

In the following section, the SSC2 methodology of
Sheridan (2002) is briefly reviewed in order to pro-
vide a context for what follows. In Section 3, data
and the methodological developments associated with the
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application of the SSC to Europe are detailed. In Section
4, information on the physical characteristics of the air-
mass types is presented and the utility of the SSCWE
for analyzing the spatial and temporal variability of cli-
mate across Europe is outlined. Conclusions are drawn
in Section 5.

THE SSC2

The SSC requires the manual identification of represen-
tative days (seed days) for each of the six theoretical

air-mass types. This is followed by the automated clas-
sification of all days based on the characteristics of the
seed days. Key stages of the SSC2 methodology are out-
lined in Figure 1. The identification of seed days is a
crucial stage in the development of the SSC(2) air-mass
calendar for a station. Seed days are those that represent
the typical surface meteorological characteristics of the
six air masses (i.e. DP, DM, DT, MP, MM and MT) at
a station. These can only be selected from 6-week win-
dows for each season, since air-mass characteristics may
vary over the course of the year, for example a summer
DT air-mass will be warmer than its winter counterpart.

Transitional (TR) seed days are those
selected when three variables (right)

are all at least 1.3 standard deviations
above the mean of the seasonal two-

week window (Section 3.4)

 

SEED DAY
IDENTIFICATION

(selection of
days which are

representative of
each air-mass)

Seed days are selected for each station separately from each of the four seasonal windows 

Warmest and coldest two weeks of the year are identified
based on data for all stations (Section 3.1)IDENTIFICATION

OF
FOUR

SEASONAL
WINDOWS Winter and summer seasons are

centred on the coldest and
warmest two weeks, respectively

Spring and autumn seasons are
centred on the two weeks in-
between winter and summer

Typical characteristics of each
air-mass are specified as ranges

of several variables (right)

Representative days selected for
each air-mass (Section 3.3)

Synoptic charts are examined to ensure
that each day adequately represents the

air-mass types (Section 3.3)

NO 

Seed days
are

redefined
and the

procedure
is repeated

 
 

Daily data:
·  maximum temperature
·  minimum temperature
·  1500 GMT dew point
·  mean daily cloud cover
·  1500 GMT dew point
   depression
·  diurnal dew point
    change

AIR-MASS
CLASSIFICATION 

 SLIDING-SEED DAY TECHNIQUE is used to
identify the gradual change in air-mass

characteristics throughout the year
(Section 3.4) based on several variables

(right)

Daily data:
·  temperature at 0300, 0900,
   1500, 2100 GMT
·  dew point depression 0300,
    0900, 1500, 2100 GMT
·  mean daily cloud cover
·  mean daily sea level pressure
·  diurnal temperature range
·  diurnal dew point range

All days are classified into one of six types
(DP, DM, DT, MP, MM, MT) by an air-mass

evaluation procedure (Section 3.4)

RE-
CLASSIFICATION
OF
TRANSITIONAL
(TR) SITUATIONS 

Daily data:
·  diurnal dew point range
·  diurnal sea level pressure range
·  diurnal wind shift (largest difference
   between any two wind vectors among
   0300. 0900. 1500. 2100 GMTobs.

Seed days are transferred to a neighbouring station to help assess local
climatological differences and, thus, the seed day criteria for the new station

(Section 3.4). The procedure is repeated for the new station.
SEED DAY
TRANSFER  

YES

A day becomes transitional if it is more similar (quantitatively assessed using
z-scores) to the TR seed days than the seed days of its original air-mass

designation.

Are the seed days representative?

Figure 1. General stages involved in the development of the SSC2.
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Seed days are identified by specifying ranges of
meteorological variables for each of the air masses
determined by climatological knowledge of an area
and the analysis of synoptic charts. Despite seed days
only being selected from a station’s record for limited
periods of the year, the SSC2 enables the year-round
classification of air masses by employing a sliding seed
day technique. This calculates the gradual change in
air-mass characteristics throughout the year and thus
allows each day of a time-series to be classified based
upon idealized air-mass characteristics associated with a
specific day of the year. In subsequent stages, some of
the air masses may be reclassified if they are found to
represent a transitional situation. A transitional situation
is one for which there is a change from one air mass
to another. Once all days are classified for an initial
station, the procedure is repeated for a nearby station.
To aid the process of seed day identification at a ‘new’
station, a seed day transfer procedure is used to help
assess local climatological differences between a station
for which the classification has already been performed
and the ‘new’ station. For example the original SSC2,
developed for over 300 stations across North America,
started by producing an air-mass classification for two
initial stations in Philadelphia and Wilmington. Seed days
were then transferred, by radiating outwards, to all other
stations allowing assessment of climatological differences
between stations.

DATA AND METHODOLOGICAL DEVELOPMENTS

Six meteorological variables [air temperature, dew point
temperature, mean sea level pressure (MSLP), wind

direction, wind speed and cloud cover], recorded at six-
hourly intervals (0300, 0900, 1500, 2100 GMT) are
required for the application of the SSC2 approach (Sheri-
dan, 2002). Requisite data for the 48 western European
stations used in this analysis (Figure 2), for the period
1974–2000 were obtained from the MetOffice. Wind
speed and direction were converted to u- (east–west) and
v- (north–south) components. Since many of the 48 sta-
tions have short periods of missing data, all missing val-
ues were estimated using one of the following three meth-
ods: (1) linear fill, (2) linear regression or (3) the long-
term daily value. The technique employed for replacing
missing values was determined by the number of miss-
ing data points and the availability and strength of the
relationship with neighboring stations, as summarized
in Figure 3. Approximately 3.8% of all data was esti-
mated.

Climate regionalization

As an organizational framework for the selection of seed
day criteria and the development of the SSCWE, a cli-
mate regionalization for WE, based on the identification
of the covariant behavior of climate variables at the 48
stations was performed. Station climate was described
by the same nine variables as used by Sheridan (2002)
for seed day selection and air-mass evaluation. These are
listed below:

• mean cloud cover (average of values at 0300, 0900,
1500, 2100 GMT)

• mean sea level pressure (MSLP) (average of values at
0300, 0900, 1500, 2100 GMT)

• afternoon dew point depression (1500 GMT)

Figure 2. The 48 Western European climate stations used in this study. This figure is available in colour online at www.interscience.wiley.com/ijoc
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Less than 3 consecutive days of
missing data

PERIOD AND CIRCUMSTANCE
OF MISSING DATA

Correlation coefficient (r) with
nearby station, r > 0.5

Data gap of greater length

Correlation with nearby station is
greater than that between the

stations daily time-series and its
long-term average values for each

day 

r < 0.5

No nearby station with sufficiently
high r, or the stations long-term
average values are more highly

correlated with the stations time-
series

No

METHOD USED TO
APPROXIMATE MISSING DATA

LINEAR FILL based on the
two observations either side

of the data gap

Yes

LINEAR REGRESSION using
a nearby station

Yes

Yes

Yes LONG-TERM AVERAGE value
for that day is used

Figure 3. Procedure for replacing missing data values.

• maximum temperature (of values at 0300, 0900, 1500,
2100 GMT)

• minimum temperature (of values at 0300, 0900, 1500,
2100 GMT)

• diurnal range of dew point (of values at 0300, 0900,
1500, 2100 GMT)

• diurnal range of temperature (of values at 0300, 0900,
1500, 2100 GMT)

• maximum daily dew point depression (of values at
0300, 0900, 1500, 2100 GMT)

• minimum daily dew point depression (of values at
0300, 0900, 1500, 2100 GMT)

A separate regionalization was conducted for each
season, since groups of stations with similar climates may
vary on a seasonal basis. The dates for each season were
defined climatologically using the mean temperature of
four daily observations (0300, 0900, 1500, 2100 GMT).
The winter (summer) dates were specified by the coldest
(warmest) 2-week period based on the mode across all
48 stations for all years of record. The mode was used
to ensure the coldest (warmest) 2-week period at the
majority of stations was identified. Spring and autumn
were taken as the mid-point between the coldest and
warmest 2 weeks (Figure 1 shows the identification of
four seasonal windows). Each window was then extended
to 6 weeks (42 days) centerd on the initial 2-week period,
to increase the chance of all six air-mass types occurring
in each of the four seasonal windows. Sheridan (2002)
used a 2-week window to identify the seed days during
each season, but extended this to a 6-week window
when no seed days could be identified during the shorter
period. Defining a longer period from the outset increases
consistency of the approach, whereas Sheridan (2002)

took the view that using a shorter window decreases the
opportunity for seed day criteria to change considerably.
The 6-week windows are as follows:

Winter: 18 December–28 January (centered on Julian
day 07)

Spring: 31 March–11 May (centered on Julian day 119)
Summer: 13 July–23 August (centered on Julian day 211)
Autumn: 5 October–15 November (centered on Julian

day 298)

Regionalization was achieved using a three-stage pro-
cedure: PCA, then hierarchical, agglomerative cluster
analysis using Ward’s method and the squared Euclid-
ian distance followed by nonhierarchical, k-means CA
to reorganize groups (Bower, 2005). Nine S-mode PCA
(Richman, 1986; Yarnal, 1993) were conducted to iden-
tify groups of stations with similar climatic characteristics
for each of the nine climate variables and for each sea-
son. Correlation matrices were used to standardize each
variable between stations (Davis and Kalkstein, 1990b;
Yarnal, 1993). The PCs were rotated (Varimax) to iso-
late groups of stations displaying similar covariation of
the individual climate variables (Richman, 1986; White
et al., 1991; Drosdowsky, 1993; Jolliffe, 1993). PCA fol-
lowed by HCA and CA was preferred to straight HCA
and CA of all variables because PCA reduces the dimen-
sionality of the data matrix and in doing so, standardizes
the variables so that all variables have equal impact on the
computation of cluster distances. Further, the emergent
PCs are orthogonal (independent) which is an underlying
assumption of both HCA and CA (Everitt et al., 2001;
Kaufmann and Rousseeuw, 2005). Although the number
of PCs produced in a PCA is equivalent to the number of
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original variables, only those PCs with a large eigenvalue
and, thus likely to contain a climatological signal, (Huth,
1996) should be retained for analysis. Consequently, only
PCs with eigenvalues greater than one for each of the
nine separate PC analyses were retained (Jolliffe, 1993;
Yarnal, 1993). PC loadings for all nine variables were
then clustered on a seasonal basis using HCA and CA
(Veal, 2001), to produce four seasonal regionalizations.
The number of climate regions by season was determined
by the inspection of a scree plot of a cluster agglomera-
tion coefficient and the associated dendrogram. The emer-
gent climate regions were then used as a basis for identi-
fying centroid stations and subsequently seed day criteria.

Selection of centroid stations

The selection of centroid stations is an expedient
means of reducing the time and effort required for
the specification of seed day selection criteria. This is
achieved by identifying the seed day criteria for a set of
centroid stations in each climate region and then using a
seed day transfer procedure (Figure 1) to determine seed
day selection criteria for the remaining stations in each
region. This differs from the approach used for the trans-
fer of seed days in the original SSC2 developed for North
America (Sheridan, 2002). For example, in the origi-
nal SSC2, seed days were identified for Philidelphia and

Fourth stage: New seed day criteria are sought using a more
subjective but climatologically informed approach 

Second stage: selection of seed days

Rotated, P-mode PCA to reduce colinearity among variables

Input data set 1 (the same variables as used for the climate regionalisation; Section 3.1):
- cloud cover (average of values at 0300, 0900, 1500, 2100 GMT)
- mean sea level pressure (average of values at 0300, 0900, 1500, 2100 GMT)
- dew point depression at 1500 GMT
- maximum temperature (of values at 0300, 0900, 1500, 2100 GMT)
- minimum temperature (of values at 0300, 0900, 1500, 2100 GMT)
- diurnal dew point range (of values at 0300, 0900, 1500, 2100 GMT)
- diurnal temperature range (of values at 0300, 0900, 1500, 2100 GMT)
- maximum daily dew point depression (of values at 0300, 0900, 1500, 2100 GMT)
- minimum daily dew point depression (of values at 0300, 0900, 1500, 2100 GMT)

Ward’s hierarchical, followed by k-means cluster analysis of PC scores to identify days with
similar meteorological characteristics

 

Each of the clusters were assumed to represent ‘natural data groupings’, and where possible
associated with the SSC air-masses.

Maximum and minimum values assigned to each group based on its
mean ±1 standard deviation.

First stage: examination of the underlying data structure for each centroid station in each
seasonal window

(1b)

(1c)

(1d)

(2a)

Third stage: examination of the validity of the seed day criteria

SEED DAYS IDENTIFIED

Problems with the objective approach:
- it is difficult to associate TSI air-masses with those of the SSC.
- low frequency air-masses (e.g. DT) are difficult to associate with the TSI.
- the same day can be selected as a seed day for different air-masses.

STEP

(2b)

(3a)

New seed day criteria are sought based on the following variables:
- cloud cover (average of values at 0300, 0900, 1500, 2100 GMT)
- dew point depression (at 1500 GMT)
- maximum temperature (of values at 0300, 0900, 1500, 2100 GMT)
- minimum temperature (of values at 0300, 0900, 1500, 2100 GMT)
- a maximum value for diurnal dew point change (to prevent transition days from becoming
  ‘pure’ air-mass type seed days).

Trial and error adjustments to seed day criteria are made with the aid of: 
(1) synoptic charts
(2) time-series for each variable.

New seed day selection criteria are specified and seed days identified

(4a)

(4b)

(4c)

(1a)

Figure 4. Methods used to determine seed day selection criteria at each centroid station.
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Wilmington and then transferred via routes that radiated
outwards from these initial stations. In contrast, a start-
ing point within each climate region is used here. The
centroid stations are defined as those closest to the mean
climate conditions for each region and were identified as
follows.

d =
∣
∣
∣
∣
∣

PC1(P 1) − PC1(P 1)

σ

∣
∣
∣
∣
∣
+

∣
∣
∣
∣
∣

PC2(P 1) − PC2(P 1)

σ

∣
∣
∣
∣
∣

+
∣
∣
∣
∣
∣

PC3(P 1) − PC3(P 1)

σ

∣
∣
∣
∣
∣
+ · · · +

∣
∣
∣
∣
∣

PCn(Pn) − PCn(Pn)

σ

∣
∣
∣
∣
∣

(1)

where; d = standardized distance from cluster centroid
PCn(Pn) = mean cluster PC loading (PCn) for

each parameter (Pn)
PCn = observed PC loading

σ = standard deviation of PC loading

Seed day selection criteria

Having located the centroid station in each climate
region, seed day selection criteria for the air masses
occurring at each centroid station are identified. These
are then transferred with adjustment to the other stations
in the same climate region in order to establish their air-
mass seed day criteria.

In the original SSC2, seed day criteria were identi-
fied for the six air-mass types across North America.
While on a theoretical level, the six generic air-mass
types used for North America should be applicable to
the European situation since they represent possible com-
binations of thermal and moisture characteristics at the
general level, the absolute values assigned to the seed
days will differ because of the contrasting climate set-
ting. Figure 4 outlines the combination of objective and
subjective methods used to identify the air-mass seed day
characteristics that form the basis of the SSCWE. These
differ from the largely subjective methods used in the
original SSC2 for North America. Firstly, the underly-
ing structure of the variables observed at each centroid
station was examined in order to establish the validity
of a six air-mass type approach (Figure 4(1a)). To exam-
ine the nature of the air masses, a TSI Kalkstein and

Corrigan, 1986 was constructed for each of the centroid
stations. The number of emergent air masses for each of
the centroid stations ranged between five and eight, but
six was frequently found to be the optimum, as indicated
by a cluster agglomeration coefficient and dendrogram
(Kaufmann and Whiteman, 1999). However, since it is
appealing to assign each day into one of a series of air
masses that facilitate comparison of the air-mass climatol-
ogy between stations, six a priori clusters were retained
for all stations. This is based on the assumption that these
map onto the air-mass groupings of the SSC and thus
allow the SSC2 to be evaluated. (Figure 4(1d)).

As a first approximation of the seed day criteria,
the mean ±1 standard deviation for each variable was
taken to represent typical characteristics of each air mass
(Figure 4(2a)), and thus, days satisfying these criteria
were selected as representative seed days (Figure 4(2b)).
Although intuitively appealing, three key problems were
identified with using the TSI approach to identify the seed
day criteria as outlined in Figure 4(3a). Consequently an
alternative approach for defining seed day criteria was
developed. This involved focusing on those variables that
emphasize the thermal and moisture characteristics of
air masses, namely, cloud cover, dew point depression
and maximum and minimum temperatures (Figure 4(4a)).
Further to these, a maximum value was specified for diur-
nal dew point change to prevent transitional days from
becoming ‘pure’ air-mass type seed days. Accordingly,
the number of variables used in the exploratory TSI anal-
ysis was reduced from nine to five (compare Figure 4(1a)
and (4a)). Ladd and Driscoll (1980) encourage focusing
on such a limited set of variables, as they found descrip-
tors of dew point and temperature are the most important
for characterizing day to day weather and that other vari-
ables such as wind and pressure are relatively unimpor-
tant. Cloud cover is included as it describes moisture in
the upper atmosphere and is therefore considered a key
air-mass descriptor. Further, Davis and Kalkstein (1990a)
found that the inclusion of this variable gave greater def-
inition to their synoptic categorization for the US.

In addition to the outcomes of the TSI analysis,
synoptic charts and variable time-series were used as a
guide to determine seed day criteria (Figure 4(4b)). Air-
mass specific maximum and minimum criteria for each

Table I. Example of seed day selection criteria for Edinburgh (Region 3) for the winter window.

Cloud cover
(oktas)

Dew point
depression at

1500 GMT (°C)

Maximum
temperature (°C)

Minimum
temperature (°C)

Diurnal dew
point

change (°C)

Min Max Min Max Min Max Min Max Max

DP 0 7 5 10 −8 2 −17 −4 99
MP 6 8 0 4 −2 5 −4 2 5
DM 0 7 5 10 4 8 −4 3 7
MM 6 8 0 4 8 11 3 8 6
DT 0 7 7 14 14 17 3 13 99
MT 5 8 0 4 12 17 6 12 6
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variable were stipulated (Figure 4(4c)) to prevent seed
day characteristics deviating outside physically realistic
bounds. As an illustration, seed day criteria for Edinburgh
are presented in Table I.

As the seed day criteria identified for an air mass at a
station are for a particular day within a predefined season,
seed days for each day of the year need to be determined
because the physical characteristics of an air mass will
change over the seasonal cycle. Determination of seed
days for an individual calendar day is performed so that
each day of record may be classified into one of the six
air-mass types. For a situation that a day is not classifiable
as belonging to a ‘pure’ air-mass, a day may be re-
classified as transitional. To achieve the identification
of daily theoretical seed day criteria for each air mass,
a sliding -seed day calculation was performed. This
produces a sliding seed day curve that describes the
seasonal evolution of air-mass characteristics at the daily
time scale and thus allows the seed day criteria for each
day to be determined Sheridan (2002).

Seed day transfer

Once the seed day criteria have been established and
the seed days selected for a station, a seed day transfer
technique is used as the method to help specify seed day
criteria for a nearby station (Figure 4). It is assumed that
on a day when the same air-mass is present over two
stations, the difference in the meteorological observations
between the two stations can be used to help establish
local meteorological differences. The climate regions
established via the regionalization process are used to
help guide the seed day transfer, ensuring that this is

based on both geographical proximity and similarities
of climate. This contrasts with the approach originally
used by Sheridan (2002) and represents a methodological
advance over the SSC2. The seed days (but not criteria)
are directly transferred between stations within the same
climate region. An example of the routes followed for
summer seed day transfer is shown in Figure 5. The
seed day transfer route followed from the centroid station
(Figure 5) is determined by climatological similarity,
as established by the statistical or Euclidian distance
between stations belonging to the same climate region.
In all cases, this was related to geographical proximity.
Only the same days were retained as seed days at the new
station if they were deemed to be sufficiently similar. If
not similar, a new seed day was selected using the criteria
outlined above. Once seed days have been transferred
to the ‘new’ station, this enabled air masses at the
‘new’ station to be evaluated. Climatological differences
between the air masses at the ‘old’ and ‘new’ stations
are assessed and thus, allow the initial seed day selection
criteria of the ‘new’ station to be modified based on these
differences. ‘New’ seed days are selected based on the
modified seed day selection criteria and the process of
air-mass evaluation is repeated producing a revised daily
air-mass classification for the ‘new’ station.

To establish the sliding seed day curve for each air-
mass at each station, seed days are required for each of
the four seasonal windows. However, the same station is
rarely selected as the region centroid for all four seasons.
To overcome this, a new cross-seed day technique was
developed to facilitate the transfer of seed days between
centroid stations.
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Cross-seed day technique

In the new cross-seed day procedure, a station’s seed
day criteria are used for the seasons in which it is
the region centroid, with dummy variables used for the
season(s) in which another station is the region centroid
(e.g. spring and summer). For example, for Edinburgh,
Clones’ spring and summer seed day selection criteria
are used as dummy values. This allows the following
steps to be taken to estimate seed day selection criteria for
spring and summer at Edinburgh: (1) Edinburgh’s sliding
seed day curve is established (using real and dummy
values), (2) the seed days identified for Edinburgh are
transferred to Clones, to allow Clones’ seed day criteria
to be evaluated for spring and summer, (3) Clones’ spring
and summer seed days are transferred to Edinburgh to
allow climatological differences between the two stations
to be assessed, and thus, Edinburgh’s spring and summer
seed days to be reevaluated based on the climatological
differences identified. This cross-seed day technique was
used for the stations shown in Figure 5.

Artificial seed days

For some stations no air-mass specific seed days may
be identified using the seed day transfer procedure. This
presents a potential problem, as a requirement for the
SSC2 is that at least one seed day for each of the air
masses in each of the seasonal windows must exist (Sheri-
dan, 2002). This is because the sliding seed day curve is
a continuous function and is unable to operate with miss-
ing data points. On occasions, when no actual days can
be identified as seed days for a particular air-mass, an
artificial seed day is created. The characteristics of the
artificial seed day are taken to be the same as the mean
conditions for the closest station at which this air-mass is
found. This is based on the fact that if an air mass was to
move toward an adjacent station its characteristics would
be unmodified. Fortunately, the number of times that
required the substitution of artificial for actual days was
fairly limited, but not trivial (Table II). Stations for which
no artificial seed days were required included Berlin,
Braunschweig, Bremen, Düsseldorf, Frankfurt, Luxem-
bourg, Bale-Mulhouse, Nuremberg, Geneva, Nantes and
Toulouse.

RESULTS

Climate regionalization

Figure 6 illustrates the regionalization of seasonal climate
across WE with climate region centroid stations indi-
cated for each season. For the winter, spring and autumn,
seven climate regions may be identified, while six exist
for the summer (Figure 6). Although K-means CA was
used to reorganize station groups and thus regions (fol-
lowing HCA), no stations switched regions in any sea-
son, demonstrating the robustness of the regions origi-
nally identified by HCA. However, on an inter-seasonal
basis, some stations switch regions. Table III presents the

Table II. The total number of artificial seed days made for all
stations.

Winter Spring Summer Autumn

DP 4 None 12 4
MP 1 None 4 5
DM None None None None
MM None None None None
DT 25 11 2 16
MT 19 15 3 10

mean daily climate characteristics for each of the sea-
sonal climate regions. The five most temporally persistent
regions are: (1) UK and Ireland, (2) northern Scandi-
navia, (3) southern Scandinavia, (4) southern Spain, and
(5) France and northern Spain. In summer, the climate
at stations in groups (4) and (5) show greater similar-
ity, and a single region encompasses much of France
and Spain (Figure 6). There are two further regions in
Central Europe, but the similarities/differences between
these stations vary interseasonally. In spring, summer and
autumn, stations in the west and east of this area form
two distinct climate regions (Figure 6) associated with
the drier spring and cooler summer and autumn climates
in the east (Table III). In winter, stations in the northwest
and southeast of central Europe form two distinct climate
regions. At the southeastern-most locations, temperatures
during winter are lower than at other entral European
locations (Table III).

The emergent climate regions bear out climatological
expectations and confirm the general geographical dis-
tribution of climate portrayed by the Koeppen climate
classification (McGregor, 2005) such that WE is gener-
ally colder in the north, and wetter and cloudier in the
north and west (Table III). Differences in the maximum
and minimum temperatures between the seven regions
are greatest during winter and autumn. Interregional dif-
ferences in MSLP and diurnal dew point range are great-
est during winter, probably reflecting the more southerly
position of wintertime storm tracks. Each of the remain-
ing climate variables display smaller seasonal variations,
with interregional climate variations least during summer
(Table III).

Physical nature of air-mass types

Table IV and Figure 7 describe how the six air-mass
types of the SSC manifest themselves in Europe. Because
the air-mass types are generic in nature, in relative terms
their characteristics are comparable to those identified by
Kalkstein et al. (1996) and Sheridan (2002) for North
America. However, in absolute terms, the physical prop-
erties differ from those of their trans-Atlantic counter-
parts; generally the tropical types are cooler whereas the
polar types are warmer. This relates to geographical con-
trasts in the large-scale environmental setting between
WE and North America. For example, although sum-
mer tropical maritime air masses arriving over WE have
a long ocean fetch and originate from low latitudes,
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Figure 6. Climate regions for (a) winter, (b) spring, (c) summer, and (d) autumn. The centroid station of each region is labelled.

cool surface waters associated with the cool southward
flowing Canary current moderate their thermal proper-
ties. This contrasts with the situation for North Amer-
ica, especially for the southeastern regions and along
the Atlantic seaboard, as air masses besides originating
from low latitudes, sequester heat and moisture from

the warm northward flowing Gulf Stream current. Simi-
larly, the more extreme conditions associated with North
American DT air mass types relate to the fact that DT
air masses originating over the desert regions of North
America maintain a long slow trajectory over dry land
surfaces. On the contrary, DT air masses arriving over
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WE from North Africa have been modified by heat
and moisture exchanges with the relatively cool and
moist surface of the Mediterranean Sea. Winter polar air
masses also demonstrate contrasts due to different sur-
face atmosphere exchanges. In the case of WE, polar
air-mass trajectories are predominantly over open ocean
surfaces whereas sea ice or terrestrial snow and ice typ-
ify the surfaces over which polar air is advected from
high North American latitudes. Consequently western

European polar air masses possess higher minimum tem-
peratures and moisture contents than their North Ameri-
can equivalents.

Spatial and temporal variability of air masses

Air-mass frequencies and their variations between loca-
tions provide a valuable means of understanding spatio-
temporal variations in western European climate. This
section examines the salient aspects of the SSCWE in
terms of air-mass spatial and temporal variability.
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Table III. Mean daily climate characteristics for stations in each of the seasonal climate regions.
(a) Winter

Variable 1 2 3 4 5 6 7

Cloud cover 6.0 5.8 5.8 6.0 6.0 5.3 3.7
Mean sea level pressure 1003.5 1007.7 1011.7 1017.6 1020.4 1019.9 1021.7
Dew point depression at 1500 GMT 2.6 2.9 3.0 3.1 2.8 4.5 7.3
Maximum temperature −4.5 0.5 6.1 2.8 0.4 8.6 14.4
Minimum temperature −8.9 −2.9 2.4 −0.9 −3.0 3.9 7.5
Diurnal dew point range 5.0 3.8 3.5 3.2 3.0 3.5 4.4
Diurnal temperature range 4.4 3.3 3.6 3.6 3.4 4.7 6.9
Maximum daily dew point depression 3.8 4.0 3.6 3.6 3.3 5.0 7.8
Minimum daily dew point depression 1.6 1.4 1.3 1.2 0.9 1.5 2.2

(b) Spring

Variable 1 2 3 4 5 6 7

Cloud cover 5.5 5.0 5.7 5.0 4.7 4.9 3.6
Mean sea level pressure 1012.4 1013.4 1013.1 1014.3 1013.9 1015.0 1015.0
Dew point depression at 1500 GMT 6.6 8.3 6.8 9.3 10.9 8.1 10.2
Maximum temperature 4.3 9.4 11.2 13.3 14.0 14.8 19.3
Minimum temperature −1.0 3.3 5.4 5.5 5.3 8.0 11.7
Diurnal dew point range 3.8 3.7 3.4 3.5 3.8 3.4 4.2
Diurnal temperature range 5.4 6.1 5.9 7.7 8.7 6.8 7.6
Maximum daily dew point depression 7.4 9.0 7.2 9.6 11.3 8.5 10.9
Minimum daily dew point depression 1.9 2.3 1.7 2.1 2.3 2.1 3.3

(c) Summer

Variable 1 2 3 4 5 6

Cloud cover 5.7 5.4 5.9 4.3 4.4 3.1
Mean sea level pressure 1011.6 1012.0 1013.8 1015.4 1016.7 1016.5
Dew point depression at 1500 GMT 6.0 7.2 6.5 10.7 10.9 10.9
Maximum temperature 15.1 17.3 18.1 22.9 23.1 26.3
Minimum temperature 9.7 11.6 12.2 13.9 14.2 18.1
Diurnal dew point range 2.8 3.1 3.0 3.3 3.4 3.6
Diurnal temperature range 5.3 5.7 5.9 8.9 8.9 8.2
Maximum daily dew point depression 6.7 7.7 6.8 11.1 11.2 11.5
Minimum daily dew point depression 1.4 1.9 1.4 1.9 1.9 3.3

(d) Autumn

Variable 1 2 3 4 5 6 7

Cloud cover 6.2 5.7 5.8 5.4 5.2 4.9 3.6
Mean sea level pressure 1007.4 1009.8 1011.9 1016.6 1018.3 1017.8 1017.7
Dew point depression at 1500 GMT 3.0 4.2 4.1 5.3 5.1 5.9 8.3
Maximum temperature 2.7 7.5 11.0 11.4 10.0 15.3 20.5
Minimum temperature −0.4 4.2 6.6 5.9 4.6 9.4 13.6
Diurnal dew point range 3.5 3.2 3.3 3.2 3.3 3.3 4.0
Diurnal temperature range 3.1 3.2 4.4 5.6 5.4 5.9 6.9
Maximum daily dew point depression 4.1 5.0 4.5 5.5 5.5 6.3 8.9
Minimum daily dew point depression 1.6 1.7 1.3 1.1 1.2 1.5 2.5
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Table IV. General characteristics of the six SSC2 air-mass types and the ‘typical’ synoptic situation.

Air-mass General air-mass
characteristics

The ‘typical’ synoptic situation

Dry Polar (DP) Cool or cold dry air,
with little cloud cover.

Advection of cold polar air into Europe frequently along the eastern flank of
an anticyclone. In winter, the synoptic situation may be characterized by cold
anticyclonic conditions.

Dry Moderate
(DM)

Mild and dry Typically associated with a slow moving high-pressure system. Blocking
situations prevent moist westerly and cold northerly airflows over western
Europe. For northern and western locations this air-mass maybe associated
with the flow of air around a well-developed high-pressure zone located over
central Europe.

Dry Tropical
(DT)

Hot and dry, with little
cloud cover.

Typically associated with a ridge of high pressure stretching from Africa into
Europe. Warm, dry air is advected northwards.

Moist Polar
(MP)

Cold, cloudy and humid. Associated with the advection of moist air from the Polar region. For stations
at lower latitudes this air-mass is frequently characterized by circulation
around a low-pressure center over the UK, thus, allowing air to pick up
moisture before reaching these stations. In autumn and winter, the synoptic
situation maybe characterized by blocking to the west of a station, allowing
the advection of cold northerly airflows.

Moist Moderate
(MM)

Warm, humid air and
cloudy skies

Frequently associated with moist westerly airflows.

Warm Tropical
(MT)

Warm and very humid,
cloudy in winter and
partially cloudy in
summer

Typically associated with south-westerly airflows that advect heat and moisture
into Europe from high pressure centred over Africa and/or southern Europe

Spatial variability. Spatial variations are considered
here for the core winter and summer months of January
and July only. Figures 8 and 9 map the mean frequency
of occurrence of each air-mass across the SSCWE region
for these months. The air-mass frequency maps were
produced using the generic mapping tool (GMT) software
(Wessel and Smith, 1991). Frequency contours were
plotted by transforming station locations onto a grid
using a tension factor and a Laplacian operator and then
tracing each contour through the grid as described by
Wessel and Smith (2004). All maps are plotted with a
contour interval of five units (representing the % of days
in each month) to facilitate comparison. As noted by
Smith and Wessel (1990), and as seen in Figures 8 and
9, using a tension factor to contour data can generate
false maxima and minima outside the observational
area. Despite this idiosyncracy, air-mass frequencies are
accurately represented within the study area.

January. As might be expected, the highest frequen-
cies of the polar air masses (DP and MP) are found in
the north, but high frequencies are also found in conti-
nental locations (Figure 8(a), (b)). For example, at Inns-
bruck (Austria) the frequency of the DP air-mass is 23%,
since continental locations allow the air to cool apprecia-
bly during winter. The MP air-mass is most frequent in
northeastern areas, but frequencies of this air-mass show
high spatial variation across the study area (0–61%). The
DM air-mass is most frequent in the south (Figure 8(c)),
since mild sub-Saharan air is more frequently advected
over southerly locations. The MM air-mass dominates

much of WE during January (Figure 7(d)). High fre-
quencies of this air-mass, ranging from 15 to 48%, are
associated with frequent eastward tracking storm sys-
tems from the Atlantic that advect relatively warm and
moist air over WE (Figure 8(d)). Tropical air- mass (DT
and MT) frequencies are low during winter (Figure 8(e),
(f)), although MT air masses reach Almeria (Southeast-
ern Spain) on 23% of days. At the majority of stations,
the frequency of DT during winter is very low, but fre-
quencies reach 10% at Málaga (southern Spain). The high
frequency of occurrence of allied air masses such as MP
and MM over Scotland and DM and MM over southern
Germany in winter are clear indicators of the intrasea-
sonal variations experienced over these regions because
of their position relative to the Polar Front Jet and the
upper westerlies. The frequencies of transition situations
(approximately 10% of all days) are not presented in
Figures 8 and 9.

July. By July, the frequency of the DP air-mass has
decreased at nearly all stations (Figures 8(a) and 9(a)).
The local maxima of DP recorded at Caen in northern
France, is at odds with climatological expectations and
may be the result of the absence of stations from this
analysis for eastern Scandinavia where the maximum
summertime DP frequencies might be expected to be
found. From January to July, the frequency of MP also
declines at the majority of stations, but frequencies at
some central European stations show only minor changes
(Figures 8(b) and 9(b)). In the south of the study area
there is little change in the frequency of DM, but there
is a greater decline in the north (Figures 8(c) and 9(c)).
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(a) DP (20/12/1999) (b) DM (19/10/1999)

(c) DT (27/7/2000) (d) MP (05/07/2000)

(e) MM (28/02/1999) (f) MT (30/7/2000)

Figure 7. Synoptic charts representative of the ‘typical’ synoptic situation of each of the six SSC2 air-mass types at Edinburgh (a) DP, (b) DM,
(c) DT, (d) MP, (e) MM, (f) MT (Source: Wetterzentrale, http://www.wetterzentrale.de/topkarten/tkfaxbraar.htm).

MM increases in frequency by midsummer (Figures 8(d)
and 9(d)). Notable, is the strong spatial gradient in
the frequency of the MM air-mass across the Iberian
peninsula. This corresponds with the strong gradient
of annual precipitation with the lowest values in the
southeast and highest values in the northwest (Rodriguez-
Puebla et al., 1998). Tropical air masses (DT and MT)
are most prominent in July (Figures 8 and 9), particularly
in the south of the study area. The high frequency of
DT at Madrid (56%; Figure 9(e)) is particularly striking,
most likely caused by the intense heating and subsequent
drying of air over the central regions of the Iberian
landmass and the consequent development of the Iberian
heat low.

Temporal variability. This section considers the inter-
annual variability and trend of air-mass frequencies at
the centroid stations for the various climate regions
for winter (D-J-F) and summer (J-J-A). In cases where
the centroid station of a region differs between sea-
sons, the centroid for the greater number of seasons
is selected. The centroid stations considered here are:
(1) Sodankylä, (2) Bergen, (3) Edinburgh, (4) Frankfurt,
(5) Bruno, (6) Toulouse and (7) Almeria.

Winter. Winter air-mass inter-annual variability is
described using the coefficient of variation (standard
deviation/mean) as shown in Table V. Overall interan-
nual variability is high with most locations possessing
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(a) DP (b) MP

(c) DM (d) MM

(e) DT (f) MT

Figure 8. Map illustrating the mean frequency (as a %) of occurrence of the air-mass types in January.

interannual standard deviations in excess of 40% of the
mean winter (annual) air-mass frequency.

Generally high values of the coefficient of variation
(CV) for a particular air-mass occur for those locations
most distant from the air-mass source. For example, the
southern locations of Toulouse and Almeria possess high
CV values for DP and MP air which has its origins in sub-
arctic latitudes while the northern locations of Edinburgh

and Bergen display high interannual variability for DT
and MT, as such air masses originate over subtropical
latitudes (Table V(a)). The contrasting CV for DP at
Sodankylä and Bergen, is also a result of distance from
air-mass source. This is because DP air originates from
the general area of the Siberian high. For this reason DP
air on an interannual basis often reaches Sodankylä but
only occasionally does so at Bergen located much further
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(e) DT

(a) DP (b) MP

(c) DM (d) MM

(f) MT

Figure 9. Map illustrating the mean frequency (as a %) of occurrence of the air-mass types in July.

to the south and west. An additional factor explaining the
high variability at Bergen may be topographic blocking
of DP air from the east as Bergen lies downwind of
the Jotunheimen mountains with elevations in excess of
2000 m. A similar explanation relating to distance and
topographic blocking may also apply to the occurrence
of winter DP air masses at Almeria and Toulouse,
both of which have extensive mountain barriers between
themselves and the source of DP air.

A possible determinant of the interannual variation
of winter air-mass frequency is alterations in the con-
figuration of the wintertime North Atlantic atmospheric
circulation as represented by the North Atlantic Oscil-
lation Index (NAOI) (Hurrell, 1995; Jones et al., 1997;
Osborn, 2004, Raible et al., 2005). Notwithstanding the
strength of the statistical association between the win-
tertime NAOI and air-mass frequency, it would appear
that a positive (negative) phase of the NAO results in a
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Table V. Winter and summer air-mass frequency coefficient of variationa (%) 1974–2000. NA represents non-occurrence of a
particular air-mass.

Toulouse Almeria Bergen Brno Edinburgh Frankfurt Sodankylä

Air-mass (a) Winter

DM 29 33 43 38 26 30 66
DP 92 91 68 60 64 55 36
DT 55 43 255 130 NA 185 350
MM 20 42 33 21 13 29 38
MP 57 415 47 54 40 36 25
MT 39 34 166 81 48 51 7
TR 44 45 48 41 39 34 44

(b) Summer

DM 30 33 30 21 34 26 35
DP 101 275 87 60 46 44 54
DT 52 44 74 68 90 69 57
MM 34 42 27 32 26 27 35
MP 91 520 59 59 60 61 44
MT 42 41 105 44 230 52 79
TR 45 57 51 38 41 54 47

a Coefficient of variation is standard deviation/mean (sample size is 26 years) expressed as a %.

Table VI. Association between North Atlantic Oscillation Index (http://www.cru.uea.ac.uk/cru/data/nao.htm) and air-mass
frequency. ∗∗∗, ∗∗ and ∗ indicate significance at the 0.01, 0.05 and 0.10 levels respectively. + and − indicate the direction
of an insignificant statistical association. Blank indicates indiscernible direction of statistical association (r < 0.1) while NA

indicates nonoccurrence of air-mass, for example no DT occurs at Edinburgh in winter.

Toulouse Almeria Bergen Bruno Edinburgh Frankfurt Sodankylä

Air-mass (a) Winter

DM −0.54∗∗∗ 0.39∗∗ −0.43∗∗ −0.55∗∗∗ + + +
DP − + −0.60∗∗∗ −0.37∗ − −0.41∗∗ −0.46∗∗
DT + + − 0.38∗ NA + +
MM + −0.34∗ 0.55∗∗∗ + + − 0.37∗
MP − + −0.35∗ −0.46∗∗ −0.41∗∗ −0.37∗ −
MT − − + 0.35∗ + 0.53∗∗∗ +
TR − −0.38∗ 0.42∗∗ + 0.59∗∗∗ 0.36∗ +

(b) Summer

DM − −0.38∗ − + + −
DP − − −0.35∗ −
DT + − 0.53∗∗∗ −0.40∗∗
MM + 0.34∗ − 0.40∗∗ 0.38∗
MP − + + −0.42∗∗ − −
MT + − −
TR + + − +

frequency reduction (increase) of polar air masses (DP
and MP) at all locations apart from the southern-most
location of Almeria (Table VI(a)). The overwhelming
influence of a positive NAO on polar air-mass occur-
rence is a result of the dominance of zonal flows associ-
ated with a strong Azores high and an intense Icelandic
low. Positive NAO phase related decreases (increases) in
transitional situations noted for the southern (northern)
locations of Almeria and Toulouse (Bergen, Bruno, Edin-
burgh, Frankfurt, Sodankylä), are most likely related to an
expanded Azores high. Consequently, eastward tracking
North Atlantic storms will be steered northwards across

middle to high middle latitudes where a high inter-daily
variability of air-mass occurrence will be experienced
as reflected by the positive associations between the
NAOI and transitional situations for Bergen, Edinburgh
and Frankfurt. Comparatively, Almeria and Toulouse will
experience prolonged periods of stable conditions with
the persistence of DM air most likely (see significant
positive correlations for DM in Table VI(a) for these two
locations).

Of the seven locations, winter air-mass frequency
at Bergen appears to have the greatest sensitivity to
variations in the atmospheric circulation state. At Bergen
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a positive (negative) phase of the winter NAO results
in the reduced (increased) occurrence of DM, DP and
MP air, with the opposite true for MM and transitional
situations (Figure 10). This makes sense, as enhanced
westerlies and a more northerly storm track during a
positive NAO phase, will result in the advection of warm
moist air over the southwestern regions of Norway and
thus the reduction of the occurrence of continental air
masses (DM and DP) and MP air masses originating
from northern regions of the North Atlantic. Air-mass
occurrence at Bruno is also noteworthy for its association
with the NAO. Here, a positive NAO engenders a
decrease in polar air masses (DP and MP), as is the
case for Bergen, but an increase in both warm dry (DM
and DT) and warm moist (MT) air masses. Similar
associations to this can also be found for Frankfurt
and to a lesser extent for Sodankylä and Edinburgh
(Table VI(a).) indicating that while air-mass frequency
in general is associated with the NAO, the sensitivity
to this large-scale mode of atmospheric circulation varies
geographically. A further characteristic of the interannual
variation of air masses is frequency compensation such
that strong inverse associations generally occur between
dry and moist, and warm and cold air masses. This is
seen clearly in the case of Frankfurt (Table VII)

Further to the notable interannual variability is evi-
dence of trends in winter air-mass frequency
(Table VIII(a)). Bergen is noteworthy for significant
decreases (increases) in DM and DP (MM and TR)
air masses (Figure 11). This is consistent with observed
changes in the frequency and intensity of zonal flows
across the wider study region (Marshall et al., 2001;
Brunetti et al., 2002; Hanssen-Bauer and Førland, 2002;
Lu et al., 2004; Kyselý and Domonkos, 2006). Further
south over southern France, there is also evidence of
significant changes in moist air-mass frequency (MM
and MT) as noted for Toulouse (Table VII(a)). Notwith-
standing the statistical significance of the trend, the only
location not to demonstrate an increase in MT air-mass
frequency is Edinburgh, indicating that winter conditions
over the study period became more influenced by warm
maritime air masses.

In order to explore whether air-mass frequency has an
impact on climate at the seasonal scale, winter air-mass
frequency was correlated with a range of winter climate
indices available through the European Climate Assess-
ment project (http://eca.knmi.nl/) and as described by
Klein Tank et al. (2002). Where possible, climate indices
derived from variables independent of those used in defin-
ing the air masses were used. Accordingly, the majority
of the indices used in this exploratory analysis are related
to precipitation. Results are provided in Table IX. These
reveal that the interannual variation of air-mass occur-
rence does have a discernible impact on various aspects
of the winter precipitation climate of Frankfurt. For total
winter precipitation, a low frequency of MP air masses
in combination with a high frequency of transitional
days appears important. A high frequency of transitional
days, indicative of rapidly changing conditions often
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Figure 10. Relationship between winter NAOI and (a) DP air-mass
and (b) MM air-mass frequency at Bergen, Norway. NAOI is from

http://www.cru.uea.ac.uk/cru/data/nao.htm.

associated with fronts, in association with a low occur-
rence of DP days, are conducive to a high frequency of
heavy precipitation days. Wet days appear dependent on
the frequent (infrequent) occurrence of transitional (MP)
days. Persistence of dry winter days is associated with
a low frequency of moist moderate air masses and thus
reduced advection of moisture (Kassomenos and McGre-
gor, 2006). As might be expected, the strongest statisti-
cal associations between air-mass frequency and climate
occur in the case of temperature indices as indicated by
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Table VII. Inter-air-mass correlations for Frankfurt. ∗∗∗, ∗∗ and ∗ indicate significance at the 0.01, 0.05 and 0.10 levels respectively.

(a) Winter

Air-mass DM DP DT MM MP MT TR

DM
DP −0.45∗∗
DT 0.53∗∗∗ −0.32∗
MM −0.37∗
MP −0.45∗∗ 0.46∗∗ −0.42∗∗
MT −0.60∗∗∗ −0.45∗∗
TR 0.36∗

(b) Summer

Air-mass DM DP DT MM MP MT TR

DM
DP
DT
MM −0.34∗ −0.34∗ −0.60∗∗∗
MP −0.47 −0.63∗∗∗ 0.32∗
MT 0.36∗ −0.52∗∗∗
TR −0.42∗∗

Table VIII. Correlation of air-mass frequency against time. Positive (negative) values indicate an increase (decrease) of air-mass
frequency. ∗∗∗, ∗∗ and ∗ indicate significance at the 0.01, 0.05 and 0.10 levels respectively. + and − indicate the direction

(increase/decrease) of statistically insignificant trend.

Toulouse Almeria Bergen Brno Edinburgh Frankfurt Sodankylä

Air-mass (a) Winter
DM + − −0.58∗∗∗ − 0.47∗∗ + +
DP − − −0.48∗∗ + + − −
DT + 0.42∗∗ + + − −
MM 0.33∗ − 0.36∗ − + − +
MP − − + + −0.39∗ − −
MT 0.46∗∗ + + + − 0.46∗∗ +
TR − − 0.35∗ 0.39∗ − + −

(b) Summer
DM −0.63∗∗ −0.56∗∗ −0.58∗∗ −0.40∗ + +
DP −0.45∗∗ − −0.44∗∗ −0.38∗ + − −
DT 0.44∗∗ 0.54∗∗∗ − + − +
MM −0.38∗ −0.40∗ + + 0.44∗∗ +
MP − + + −0.47∗∗ + −0.46∗∗ −
MT 0.55∗∗∗ 0.38∗ + + −0.34∗ + −
TR + 0.34∗ + − + − −

the strong positive (inverse) associations between the fre-
quency of DP and MP (DM and MT) air masses and
frost days. This arises partly because temperature is used
to define both frost day occurrence and air-mass type.
The inverse association between mean absolute day-to-
day difference in daily temperature range (vDTR) and
the frequency of transitional situations indicates that per-
sistence of days with little change in temperature range is
associated with a stable nonchanging air-mass situation.

Summer. As with winter, a good deal of interannual
variability is evident for summer and this is related to
distance from the origin of the air-mass. Toulouse and

Almeria are notable for their low (high) CV for DT and
MT (DP and MP) air masses in comparison to the other
more northern locations (Table V(b)). For all locations,
DM possesses the lowest CV indicating that relative to
interannual variability, its annual mean frequency (25%
of all summer days) is high, signifying its summertime
climatological importance.

Relative to winter, the summer NAO pattern has less
influence on the interannual variability of summertime
air masses (Table VI(b)). However, if the statistical asso-
ciation between atmospheric pressures at the two NAO
centers of action (Ponta Degarda and Reykjavik) and
air-mass frequencies at all locations is considered (not
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Table IX. Correlation between winter air-mass frequency and range of winter climate indices for Frankfurt∗. ∗∗∗, ∗∗ and ∗ indicate
significance at the 0.01, 0.05 and 0.10 levels respectively. + and − indicate the direction of an insignificant statistical association.

Blank indicates no discernible direction of association (r < 0.1).

Air-mass Total
precipitation

Consecutive
dry days

Wet days Heavy
precipitation days

Frost
days

vDTR

DM − − + −0.34∗ −
DP −0.45∗∗ + − 0.44∗∗ 0.70∗∗∗ +
DT − − − − −
MM + −0.37∗ + − −
MP − − −0.42∗∗ + 0.63∗∗∗
MT + + + + −0.71∗∗∗
TR 0.47∗∗ 0.46∗∗ 0.41∗∗ − 0.32∗

∗ Total precipitation is the sum of daily precipitation for June, July and August. Consecutive dry days is the maximum number of consecutive
days with daily precipitation less than 1 mm. Wet days are the number of days with daily precipitation greater than 1 mm. Heavy precipitation
days are the number of days with precipitation greater than 10 mm. Frost days are the number of days with minimum temperature less than
0 °C. vDTR is the mean absolute day to day difference in the diurnal temperature range. For a fuller explanation of the indices see Klein Tank
et al. (2002).
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Figure 11. Trend in winter DP air-mass frequency at Bergen, Norway.

shown here) it emerges that atmospheric pressure at
Reykjavik and by extension, the summertime dynamics
of the polar trough, is a key determinant of summer air-
mass frequency occurrences across the study area. For
example, at Bergen a high frequency of moist moderate
air masses is associated with anomalously low summer

monthly pressure at Reykjavik (Figure 12(a)) whereas

such pressure anomalies produce an anomalously high

number of MP days at Frankfurt (Figure 12(b)). As with

winter, clear frequency compensation occurs between

air masses at the interannual scale as demonstrated for
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Figure 12. Relationship between standardized sea level pressure at
Reykjavik and summer (a) MM air-mass frequency at Bergen and

(b) MP air-mass frequency at Frankfurt.

Frankfurt (Table VII(b)) where strong inverse associa-
tions between the frequency of DT and MM/MP air
masses and between MP and MT air masses are observed.
For this location, the annual occurrence of MM air masses
is also inversely related to that of DM and DP air masses,
which on an interannual basis, hold implications for the
occurrence of warm moist and warm dry summers (Sartor
et al., 1995; Rooney et al., 1998; Kyselý, 2002).

1975 1980 1985 1990 1995 2000
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Figure 13. Relationship between and trend of summer MM (dashed
line) and DT (solid line) air masses at Toulouse. Straight lines are

statistically significant trend lines (Table VIII).

The number of statistically significant trends in sum-
mer air-mass frequency substantially outweighs those
observed for winter (Table VIII(b)). Particularly note-
worthy are the trends at Toulouse where MP air masses
are the only ones not to demonstrate a statistically sig-
nificant change in frequency. Important is the direction
of the frequency trend at Toulouse. DM, DP and MM
demonstrate falling frequencies while the opposite is
obtained for DT and MT. As DT and MM are inversely
related, the observed trends are suggestive of a displace-
ment of MM by DT air masses (Figure 13). Concomi-
tant inverse trends of DM/DT (decrease/increase) and
MM/MT (decrease/increase) may also indicate that an
increase in extreme events has taken place over the study
period, because warm dry (DM) and moist moderate
(MM) conditions have been gradually replaced by hot
dry (DT) and hot moist (MT) conditions respectively.
Similar trends to those observed for Toulouse also occur
for Almeria, the only other southern European location
considered here. On the basis of a consideration of inter-
air-mass frequency correlations (not shown here) it would
appear that the decrease in summer DM and DP air
masses at Bergen are matched by possible increases in
MM, MP and MT air masses while similar decreases at
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Table X. Correlation between summer air-mass frequency and range of summer climate indices for Frankfurt∗. ∗∗∗,
∗∗ and ∗ indicate significance at the 0.01, 0.05 and 0.10 levels respectively. + and − indicate the direction of an

insignificant statistical association. Blank indicates no discernible direction of association (r < 0.1).

Air-mass Total
precipitation

Consecutive
dry days

Heavy
precipitation days

Days
>25 °C

vDTR

DM − − + – –
DP − − − +
DT −0.57∗∗∗ 0.62∗∗∗ + 0.85∗∗∗ −
MM 0.52∗∗∗ −0.47∗∗ −0.53∗∗∗
MP 0.38∗ − −0.79∗∗∗ −
MT 0.32∗ 0.63∗∗∗ −
TR − − − −0.37∗ 0.50∗∗∗

Days >25 °C are the number of days with maximum temperature greater than 25 °C. See Table IX for explanation of other variables.

Bruno are associated with increases in DT and MT air
masses. Given this, it would appear that over the study
period there has been moistening of the atmosphere over
Bergen, while at Bruno, there was an increase in both hot
dry and hot moist conditions.

The statistical association between summer air-mass
frequency and a range of summer climate indices for
Frankfurt is shown in Table X. Dry (wet) summers are
clearly related to a high frequency of DT air-mass days
as are the number of consecutive dry days, an indicator
of persistent dry spells. Conversely, wet summers and a
reduced number of consecutive dry days are related with
a high frequency of occurrence of MM and MP days
which occur as the result of the eastward progression
of centers of low pressure across northern Europe that
bring with them strong moist westerly flows (Figure 7).
Interestingly, heavy precipitation days are not associated
with MM or MP days but with moist tropical air advected
from the south (Table X), which, when interacting with a
warm summer land surface, may engender thunderstorm
activity. The positive association between mean absolute
day-to-day difference in vDTR and the frequency of
transitional situations, indicates that rapidly changing
air-mass conditions produce large differences in daily
temperature ranges. As with winter, summer temperature
extremes are closely associated with the prevalence of
certain air-mass types. At Frankfurt, summers with a large
number of hot days are associated with a high incidence
of both dry and moist tropical air masses whereas cool
summers are the result of the frequent occurrence of moist
moderate and MP air masses with which cloudy and
wet conditions are associated. The frequent occurrence
of transitional situations, typified by rapidly changing
atmospheric circulation conditions at the large-scale, also
has a negative impact on summer temperatures (Table X).

CONCLUSIONS

The purpose of this paper was to apply the SSC approach,
originally developed for North America (Kalkstein et al.,
1996; Sheridan, 2002), to WE in order to provide a spatial
synoptic air-mass classification that will facilitate air-
mass comparisons and general climate analysis for WE.

The key advantage of the SSC air-mass classification is
that it facilitates comparison of the climate characteristics
at different stations in contrast to previous approaches,
which provide classifications specific to a location (e.g.
Kalkstein and Corrigan, 1986; Huth et al., 1993), or use
map patterns to describe the atmospheric circulation over
large geographical areas. Further, the SSC places empha-
sis on air-mass meteorological characteristics and not
geographical source regions, and facilitates the devel-
opment of a daily calendar of air-mass types for an
individual location.

While at the theoretical level the application of the
SSC approach to Europe would appear nonproblematic, a
number of modifications were required related to the cor-
rect specification of seed day criteria. These modifications
represent methodological advances that could be applied
in future applications of the SSC philosophy. Specifi-
cally the modifications to the original SSC methodology
included (1) a climate regionalization to identify stations
in climatologically distinct areas which would form the
reference stations (centroid stations) for the establishment
of seed day criteria; (2) a new cross-seed day technique
to allow seed day criteria to be established for a sta-
tion that is a region centroid for less than four seasons;
and (3) the use of climate regions to determine the route
for seed day transfer based on climatological similarity.
Despite these improvements, it should be acknowledged
that determining the initial seed day criteria at each ref-
erence station still remains a largely subjective exercise,
despite efforts to increase the objectivity of this process.
Further developments of the SSC should explore ways to
address this deficiency.

The SSCWE provides a valuable tool for understanding
spatio-temporal climatic variations across WE. It facili-
tates mapping of the frequency of individual air-mass
types and thus, the analysis and understanding of the syn-
optic origins of spatial climatic variations, and allows the
relative severity of climate for individual years, seasons
and months to be understood in terms of physical air-mass
characteristics. An exploratory analysis of the degree of
statistical association between air-mass frequency and a
range of climate indices has revealed the potential util-
ity of the spatial synoptic approach for climate analysis
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across broad geographical areas. Furthermore, consider-
ation of the interannual variability of the temporal and
spatial patterns of air masses assists in understanding the
synoptic origins and spatial extent of climate extremes.
Finally, as the SSCWE is a generic classification, it may
be applied to the analysis of the impact of climate vari-
ations on European biophysical systems and socioeco-
nomic sectors that are climate-sensitive, such as, water
resources, agriculture and health.
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Kyselý J, Domonkos P. 2006. Recent increase in persistence of
atmospheric circulation over Europe: comparison with long-term
variations since 1881. International Journal of Climatology 26:
461–483.

Ladd JW, Driscoll DM. 1980. A comparison of objective and
subjective means of weather typing: an example from West Texas.
Journal of Applied Meteorology 19: 691–704.

Lu J, Greatbatch R, Peterson K. 2004. Trend in Northern hemisphere
winter atmospheric circulation during the last half of the twentieth
century. Journal of Climate 17: 3745–3760.

Marshall J, Kushnir Y, Battisti D, Chang P, Czaja A, Dickson R,
Hurrell J, McCartney M, Saravanan R, Visbeck M. 2001. North
Atlantic climate variability: phenomena, impacts and mechanisms.
International Journal of Climatology 21: 1863–1898.

McGregor GR. 1999. Winter ischaemic heart disease deaths in
Birmingham, UK: a synoptic climatological analysis. Climate
Research 13: 17–31.

McGregor GR. 2005. Climatic variability and change across Europe. In
Climate Change Adaptation Strategies for Health, Menne B, Ebi K
(eds). Springer: Dresden; 9–40.

McGregor GR, Bamzelis D. 1995. Synoptic typing and its application
to the investigation of weather air pollution relationships,
Birmingham, UK. Theoretical and Applied Climatology 51:
223–236.

Osborn TJ. 2004. Simulating the winter North Atlantic Oscillation:
the roles of internal variability and greenhouse gas forcing. Climate
Dynamics 22: 605–623.

Post P, Tuulik J. 1999. About the relationships between Estonian
weather elements and European circulation patterns. Physical and
Chemical Earth (B) 24: 97–102.

Raible C, Stocker T, Yoshimori M, Renold M, Beyerle U, Casty C,
Luterbacher J. 2005. Northern Hemispheric trends of pressure
indices and atmospheric circulation patterns in observations,

Copyright  2007 Royal Meteorological Society Int. J. Climatol. 27: 2017–2040 (2007)
DOI: 10.1002/joc



2040 D. BOWER ET AL.

reconstructions, and coupled GCM simulations. Journal of Climate
18: I3968–3982.

Richman MB. 1986. Rotation of principal components. Journal of
Climatology 6: 293–335.

Rodriguez-Puebla C, Encinas AH, Nieto S, Garmendia J. 1998. Spatial
and temporal patterns of annual precipitation variability over
the Iberian Peninsula. International Journal of Climatology 18:
299–316.

Rooney C, McMichael AJ, Kovats RS, Coleman MP. 1998. Excess
mortality in England and Wales, and in Greater London, during the
1995 heatwave. Journal of Epidemiology and Community Health 52:
482–486.

Sartor F, Snacken R, Demuth C, Walckiers D. 1995. Temperature,
ambient ozone levels, and mortality during Summer 1994, in
Belgium. Environmental Research 70: 105–113.

Sheridan SC. 2000. The redevelopment of an air mass classification
scheme for North America, with applications to climate trends and
teleconnections, Unpublished PhD thesis, University of Delaware,
205.

Sheridan SC. 2002. The redevelopment of a weather-type classification
scheme for North America. International Journal of Climatology 22:
51–68.

Smith WHF, Wessel P. 1990. Gridding with continuous curvature
splines in tension. Geophysics 55: 293–305.

Smoyer KE, Kalkstein LS, Greene JS, Ye H. 2000. The impacts of
weather and pollution on human mortality in Birmingham, Alabama
and Philadelphia, Pennsylvania. International Journal of Climatology
20: 881–897.

Stahl K, Demuth S. 1999a. Linking streamflow drought to the
occurrence of atmospheric circulation pattern. Hydrological Sciences
Journal 44: 467–482.

Stahl K, Demuth S. 1999b. Investigating the influence of atmospheric
circulation patterns on regional streamflow drought in southern
Germany. Hydrological Extremes: Understanding, Predicting,
Mitigating (Proceedings of the IUGG 99 Symposium, Birmingham;
19–27). International Association of Hydrological Sciences Publ.
No. 255: Wallingford.

Veal AT. 2001. A synoptic climatological approach to the evaluation
of air pollution concern, Unpublished PhD thesis, University of
Birmingham.

Werner PC, Gerstengarbe FW, Fraedrich K, Oesterle H. 2000. Recent
climate change in the North Atlantic/European sector. International
Journal of Climatology 20: 463–471.

Wessel P, Smith WHF. 1991. Free software helps map and display
data. Eos, Transactions American Geophysical Union 72: 441.

Wessel P, Smith WHF. 2004. The Generic Mapping Tools (GMT) Tech-
nical reference and cookbook , Version 3.4.4. (Available online from
http://gmt.soest.hawaii.edu/doc/html/GMT Docs/GMT Docs.html).

White D, Richman M, Yarnal B. 1991. Climate regionalization and
the rotation of principal components. International Journal of
Climatology 11: 1–25.

Yarnal B. 1993. Synoptic Climatology in Environmental Analysis.
Belhaven Press, London.

Copyright  2007 Royal Meteorological Society Int. J. Climatol. 27: 2017–2040 (2007)
DOI: 10.1002/joc


